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Background
n Image descriptors: quantifying fundamental visual features of images.

pDescriptors for texture, color, complexity, and quality.

n Deep features extracted by pre-trained neural networks
pEncode rich visual representations, widely applied in low-level vision tasks 

including image restoration and image quality assessment
pMany existing image descriptors regress the deep features of an image 

to a score, by minimizing the loss between predicted scores and the ground 
truth scores labelled by humans.



Motivation
n Degradation respond of image deep feature:

p The deep features of images exhibit varying degrees of change when 
subjecting images to various types of degradation



Contribution
n Deep Degradation Respond (DDR): 



Contribution
nDDR as Blind Image Quality Assessment Metric:

nDDR as Unsupervised Learning Objective: 



Experiment
n Images with high and low DDR to different degradation types



Experiments
n Results on opinion-unaware blind image quality assessment (BIQA):

a. Quantitative results on OU-BIQA



Experiments
n Results on image deblurring:

b. Quantitative results on Deblurring



Experiments
n Results on image deblurring:

c. Quantitative results on RealBlur dataset.


