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Motivation

➢ Vanilla pixel-level classifiers for semantic segmentation are based on a certain 

paradigm, involving the inner product of fixed prototypes obtained from the training 

set and pixel features in the test image

➢ Limitation: feature deviation in the semantic domain and information loss in the 

spatial domain

➢ SSA-Seg: employ the coarse masks obtained from the fixed prototypes as a guide to 

adjust the fixed prototype towards the center of the semantic and spatial domains in 

the test image



Preliminary
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Method

SSA-Seg consists of three parts: semantic prototype adaptation 

(SEPA), spatial prototype adaptation (SPPA), and online multi-

domain distillation



Method

• SEPA offsets fixed semantic prototypes based on coarse mask-guided 

semantic feature distributions

• It can adapt to the semantic feature distributions of different images, 

alleviating the feature deviation in the semantic domain 



Method

• SPPA aims to make classification decisions with additional consideration of 

the spatial relation between pixel features and prototypes. 

• Modeling the spatial relations of pixel and prototype can introduce structured 

information about the target objects, thus improving the segmentation 

performance for boundary regions and small targets



Method

• Online multi-domain distillation learning is proposed to 

optimize the process of feature generation and constrain the 

adaptation of the semantic and spatial prototype

• It consists of three parts: Response Domain Distillation, 

Semantic Domain Distillation, Spatial Domain Distillation



Method

➢Response Domain Distillation

provide more information to the Primary Classifier



Method

➢Semantic Domain Distillation

guide the offset process of semantic prototypes to 

exhibit better inter-class separation 



Method

➢Spatial Domain Distillation

constrain the spatial prototypes guided by the rough mask 

to be equal to the spatial prototypes guided by the ground-

truth mask



Experiment

• SSA-Seg significantly 

improves the segmentation 

performance of the baseline 

models with only a minimal 

increase in computational cost

• By applying SSA-Seg, we 

achieve the state-of-the-art 

lightweight segmentation 

performance



Experiment

• SSA-Seg outperforms previous classifiers • By combining SSA-Seg, the existing pixel-

level segmentation baselines achieve a better 

balance between efficiency and performance 

compared to mask classification methods



Experiment

• SSA-Seg has high accuracy for confusing classes 

• SSA-Seg can present stronger activation values in the center region of the 

mask and does not show too much activation in irrelevant regions


