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The image shows a 
close-up of a tabby 

cat with a light 
brown and dark 

striped coat, large 
round greenish-

yellow eyes.

➢ Encoding an image into image tokens, which plays a pivotal role in various applications.



Codebook Collapse

➢ VQ-based image quantization models face codebook collapse problem, limiting its effectiveness. 

Visualization of the active and inactive codes for VQ-based models using t-SNE



VQGAN-LC

➢ Learning a codebook projector to align the distribution between codebook and image features.



Experiments

➢ Scaling up codebook size to purse better performance for quantization and downstream tasks. 



Thank You!
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