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Motivation

Unsatisfactory results due to domain shift
Poor detection speed due to numerous parameters and network latency

Cloud Object Detector Adaptation 
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Difference
Cloud Object Detector Adaptation 

CODA enables open target scenarios and open object categories
adaptation due to large grounded pre-training of cloud detector

Ability

Flexible architecture
Open categories
Open scenarios

Conditions UDAOD SFOD Black-box DAOD CODA

Source data access
Source model access
Cloud API access
High domain similarity
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Knowledge Dissemination

IDEA
Knowledge Separation Knowledge Distillation

Knowledge dissemination aims to

disseminate knowledge from cloud 

and CLIP to a CLIP detector, as the 

existing domain shift and the lack of 

detection ability of CLIP

CLIP is leveraged to help adaptation.



Knowledge Dissemination Knowledge Separation Knowledge Distillation

IDEA

Knowledge separation aims to separate 

detection results from cloud detector and 

CLIP detector into three parts: consistent, 

inconsistent, and private (cloud and CLIP) 

detections

Knowledge separation and distillation adopts a divide-and-conquer manner.
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Knowledge Dissemination Knowledge Separation Knowledge Distillation

IDEA

Knowledge distillation mainly focus on 

fusing inconsistent detections, by 

learning a Consistent Knowledge 

Generation network (CKG) using a 

self-promotion gradient direction 

alignment 

Decision-level fusion strategy
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Knowledge Dissemination

DETAIL
Knowledge Separation Knowledge Distillation

Prototype updating by  exponential moving 
average:

CLIP detector pre-train loss:

Prompt learning loss:



Box matching is used to categorize detections into consistent     , 
inconsistent    , and private detections    :

Knowledge Dissemination Knowledge Separation Knowledge Distillation

DETAIL



Knowledge Dissemination Knowledge Separation Knowledge Distillation

Target detector is randomly initialized and updated by
three losses from detections and one alignment loss:

Inconsistent detections are fed into the consistent 
knowledge generation network (CKG) to fuse them. 

DETAIL



Knowledge Dissemination Knowledge Separation Knowledge Distillation

Decision-level fusion flow 
of CKG network:

Self-promotion gradient direction alignment for training CKG network:
Gradient from consistent detections is used as the supervised signal 

DETAIL
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EXPERIMENT
Ablation study
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Ablation study



Thank you!
To learn more about this paper,

welcome to our poster session 2 
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