
LFME: A Simple Framework for Learning from
Multiple Experts in Domain Generalization

Data in test would share similarity with that in training, more or less. If we 
could use the corresponding expert that specialized in the domain that the 
test data partially lies at, it might be beneficial for generalization.

Figure 1: Pipeline of LFME. Experts and the target model are trained 
simultaneously. To obtain a target model that is an expert on all source 
domains, we learn multiple experts specialized in corresponding domains to 
help guide the target model during training. For each sample, the guidance 
is implemented with a logit regularization term that enforces similarity 
between the logit of the target model and probability from the corresponding 
expert. Only the target model is utilized in inference.

• We don’t know which domain the test data lies at;
• We cannot utilize all domain expert during test, as it requires too much 

resources if the training domain number is very large.

We decide to obtain an expert that can specialize in all source domains, the 
two problems aforementioned can thus be alivaliated.

For each domain, we train an expert for each i-th domain, and we use their 
knowledge to refine the predictions of the target model through a logit 
regularization term:

Figure 2: Values of probabilities from the ERM model and LFME
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Table 1: Evaluations on the generalizable semantic segmentation 
task. Gray results are from RobustNet.
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Objective and Motivation

There are problems for the motivation:

A Simple Solution

Why Logit Regularization Is Helpful

•  Enable the target model to utilize more information for prediction (similar 
as that in label smoothing) 

•  Enable the target model to mine hard samples from the expert, i.e. the 
dark knowledge in knowledge distillation. The larger the magtitude of the 
rescaling factor (postively correlated w.r.t to the probability from the 
expert), the more the training affected by the corresponding expert:

Figure 3: Rescaling 
factors of LFME from 
the gt and non-gt 
predctions.

Results in Semantic Segmentation

(a) Input (b) Baseline (c) LFME (d) GT

Results in DG Benchmark

Table 1: Evaluations on the DomainBed benchmark [1].

Takeaway Notes

• A free lunch for generalizaton, using both cross-entropy and MSE losses 
for classification:                                      . It’s like label smoothing, but 
we don’t need to worry about their balances, it can’t hurt whatever value 
we select. Corresponding to Sec. 6.1

• A new knowledge distillation paradigm: using the probability of the 
teacher to refine the logit of the sutdent. It works better for DG than 
feature to feature  or logit to logit.

• When mining hard samples for DG, focusing on those lie in the mixed 
region of different domains: those can either say with domain a or b. 
Corresponding to Sec. D.4.


