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Direct Chain of Thought(CoT) Tree of Thoughts(ToT)

Decompose the answer generation process into multiple intermediate steps. 
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• Focus on improving the reasoning process
• Neglect the importance of first identifying logical relationships from the context before 

proceeding with the reasoning.
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We propose information re-organization (InfoRE) to improve reasoning ,  which consists two component:
-- Extraction to uncover the implicit logical relationships within the contextual content.
-- Pruning to further minimize noise that is irrelevant to the reasoning objective.
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The extraction uncovers the implicit logical relationships within the contextual content by transforming the 
content into a MindMap structure.

Context: Julius Caesar is a 1953 epic Metro-Goldwyn-Mayer film adaptation of the play by Shakespeare, directed by 
Joseph L. Mankiewicz, who also wrote the uncredited screenplay, and produced by John Houseman...Houseman was 
born on September 22, 1902, in Bucharest, Romania,.. He was educated in England at Clifton College, became a 
British subject, and worked in the grain trade in London before emigrating to the United States in 1925, where he took 
the stage name of John Houseman. He became a United States citizen in 1943...
Question: Where did the producer of Julius Caesar study or work?

Julius Caesar:
    Production Company: Metro-Goldwyn-Mayer
    Director: Joseph L. Mankiewicz
    Producer: 
         Name: John Houseman
         Education: Clifton College, England
         Occupation: Grain Trade, London
    Adaptation: Play by Shakespeare

LLM

Logical Relationship
e.g.:  Director, Producer, Adaptation, 
Education Occupation

Multi-hop  Connections:
e.g.: Julius Caesar     Producer      Education
Julius Caesar      Producer       Occupation
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After the extraction, not all logical relationships  help answer the question. On the contrary, some may 
even interfere with the response to the question.

Context: Julius Caesar is a 1953 epic Metro-Goldwyn-Mayer film adaptation of the play by Shakespeare, directed 
by Joseph L. Mankiewicz, who also wrote the uncredited screenplay, and produced by John Houseman...Houseman 
was born on September 22, 1902, in Bucharest, Romania,.. He was educated in England at Clifton College, became a 
British subject, and worked in the grain trade in London before emigrating to the United States in 1925, where he 
took the stage name of John Houseman. He became a United States citizen in 1943...
Question: Where did the producer of Julius Caesar study or work?

Julius Caesar:
    Production Company: Metro-Goldwyn-Mayer
    Director: Joseph L. Mankiewicz
    Producer: 
         Name: John Houseman
         Education: Clifton College, England
         Occupation: Grain Trade, London
    Adaptation: Play by Shakespeare

LLM

irrelevant to the question

distracting element
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We designed a pruning operation to further reduce noise unrelated to the reasoning objective. This 
pruning model is based on the pre-trained model BERT and is fine-tuned using reinforcement learning.
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 Using only a zero-shot setting, our information re-organization (InfoRE) achieves an average absolute 
improvement of 4% across various contextually aware multi-hop reasoning tasks on Llama2, GPT-3.5, and GPT-4.
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Both operations extraction and pruning included in 
information re-organization are essential.
RL-based pruning is more effective than similarity-
based pruning.
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 Ablation Study  Effect of Re-organized Information Quality

Extraction is more 
effective than pruning.
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High-quality contextual re-organization enhances reasoning, 
while lower-quality re-organization, though less effective, still 
outperforms traditional methods without reorganization, 
demonstrating strong generalization.

1.26



Information Re-Organization Improves Reasoning in Large Language Models

• Contextual Misunderstanding (CM): This happens when 
the model fails to interpret or connect multiple pieces of 
information from different parts of the documents. Multi-
hop reasoning requires synthesizing information from 
various segments, and recognizing logical relations, and any 
misunderstanding can lead to incorrect conclusion.

• Factual Error (FE): The model may provide an answer that 
is factually incorrect or not supported by the given 
documents. This is often due to the model's reliance on its 
training data, which may not always align with the specific 
facts in the context.

• Mathematical Error (ME): The error occurs when math 
calculations are involved in deriving the final answer.

• Unanswerable Question (UQ): It's a specific type of error 
or limitation in dataset design, where the context does not 
contain enough information to provide a valid answer to the 
posed question.

•  Among the four types of error, contextual misunderstanding is the primary source of errors in the baseline.
• Our method (InfoRE)  mainly corrects 14% of errors coming from the baseline method, most of the corrected 

errors are contextual misunderstanding errors. 
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To tackle the challenge of existing works neglecting the deeper understanding of contex before 
reasoning, we propose an information re-organization method to improve the reasoning ability of 
LLMs.
The information re-organization method 
• First  uncovers the logical relationships, multi-hop connections of context with an extraction 

component.
• Then  prune the irrelevant information with a pruning component.
• Experimet improvements on contextually aware multi-hop reasoning tasks on LLAMA, 

ChatGPT, GPT-4 show the efficacy of our proposed method.

Despite the effectiveness of our method, the extraction operation relies on LLMs.  In the future, 
we will explore more about how to integrate small language model for logical relationship 
extraction.
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