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Motivation

In the face of jailbreak attacks, 
aligned LLMs can easily be induced to 

output harmful content

Existing defense strategies cause LLMs to 
tend to adopt a rejection stance, which 

comprises their usability



Motivation

• Recent work [1][2] show that there are "safety features" within LLMs

[Arxiv 2024] No Two Devils Alike: Unveiling Distinct Mechanisms of Fine-tuning Attacks
[Arxiv 2024] How Alignment and Jailbreak Work: Explain LLM Safety through Intermediate Hidden States

Let LLMs encode some benign and malicious instructions, and then extract the 
vector representation of the last layer to train a binary classification model. The 

binary classification performance will be close to 100%



Motivation

• MoGU attempts to train LLMs to correlate safety features and safety 
behaviors

Inspired by Mix-of-Experts (MoE),

1. Train two experts, a Glad responder and an 
Unwilling responder

2. Introduce a router (routing mechanism) 
into the LLM to perceive the safety features 
and assign weights to fuse hidden states



Overall Framework

1. Training 
Experts

2. Training the 
Router

3. Inference 
Strategy



Training Experts

• Glad Responder：Generate a gald response to any instruction, even malicious ones
• Unwilling Responder：Generate a rejection response to any instruction, even benign 

ones

Negative 
Samples

Positive 
Samples

Training experts with LoRA

Negative 
Samples

Positive 
Samples



Training the Router

• Overall goal: LLM generates a rejection response when facing malicious instructions; 
it generates a glad response when facing benign instructions

• Fine-grained goal: L1-Norm constraint on the weights assigned by Routers

All other parameters are frozen and 
only the Router is trained



Inference Strategy

In order to ensure the efficiency of inference, we only use MoGU 
to decode the first 5 tokens, and the remaining tokens are still 

decoded by the Base model



Experiments

• Only 600 pairs of training samples, the training samples do not contain any jailbreak 
attack templates

• Safety Eval: 2 sets of red-team benchmark and 5 jailbreak attack methods

Performance on red-
team benchmark

Our framework is consistently ranked in the top three

Performance on 
jailbreak attack



Experiments

• Usability Eval: 800 benign instructions (covering 6 tasks and 8 areas)

The performance of MoGU is very close to the ‘No Defense’setting 
in terms of usability score and rejection rate



Experiments

• ICD on Vicuna preserves LLMs’usability but does not contribute to safety.
• Safedecoding on Falcon improves safety but compromises usability.
• Our framework improves LLMs safety while preserving usability.



Analysis

• The Router mechanism plays a stable role

Llama2 Vicuna Falcon



Thank you for listening


