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Concepts can be represented by distributed patterns of activaty in networks of neuron-like units.

One advantage is automatic generalization. ——Geoffre Hinton “Distributed Representation

of concepts”
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(4) Disentangled Models & Visual Concept Learning

An AI must fundamentally understand the world around us, and we argue that this can only be

achieved if it can learn to identify and disentangle the underlying explanatory factors hidden in

the observed milieu of low-level sensory data ——Yshua Bengio “Representation Learning: A

Review and New Perspectives”

Objective：Empower the existing AI models the ability of human-

like concept induction, and develop a unified foundation model to

achieve artificial general intelligence.
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(5) Challenges


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Unknown Mechanism of Induction

Complexity of Image data

Difficulty of obtaining labels：there are many concepts and many object
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2. Visual Concept Learning

by Disentanglement

Motivation

•

•

•

VAEs and GANs based methods primarily rely on probability-based regularizations

applied to the latent space.

In text-to-image generation, a conditional diffusion model integrates the “disentangled”

text tokens by cross attention, demonstrating the ability to generate semantically

aligned images.

Locatello et al. (2019) demonstrate that relying solely on regularizations is insufficient
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To condition the concept tokens during

image generation, cross-attention is used to

map these tokens into the representations of

the U-Net in the diffusion model. This is

accomplished using the cross attention

mechanism

Network Design

where each spatial feature in the

intermediate feature map in diffusion serves

as a query, the concept tokens act as keys

and values.
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 The Information Bottleneck

The loss function of AnnealVAE
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Quantitative Analysis
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Quantitative Results on CelebA
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Qualitative Results
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 Visualization of Attention Map
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by Disentanglement

 Ablation Study
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