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Abstract reasoning



Abstract reasoning

O Definition: abstract reasoning requires models to apply general patterns
or high-level abstractions to different scenarios or questions [1].

Generic Fact: Acid 1s corrosive

[ Questionl: Adding rock into hydrochloric acid ]
G[ Rock dissolved J @ [ Rock corroded\A

[ Question2: Acid touches human skin ]

G [ The skin suffers pain @ [ Skin moisturizedx

(a) Humans conduct reasoning (b) LLMs conduct reasoning

0 When tasked with several simple questions supported by a generic fact,
LLMs often struggle to provide consistent and precise answers

[1] Brenden et al., 2017. Building machines that learn and think like people.
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Pilot study



Metrics: abstract reasoning (AbsAcc)

O Akin to [2], we suppose an LLM LM has grasped the generic fact r; if and only

if LM can correctly answer all examples supported by r;

Generic Fact r;

— Example s] —
Label: A
Prediction: A&

Generic Factr,

— Example s5 —
Label: C
Prediction: A

Generic Fact 73

— Example s3 —
Label: D
Prediction: D&

—~ Example s3 ——
Label: B
Prediction: B

- Example S% —
Label: B

Prediction: A

~ Example s5 ——

Label: C

Prediction: C&

~ Example s3 —
Label: A
Prediction: B

Vanilla : (1+1+0+0+0+1+1) / 7 = 0.57
AbsAcc:(0+0+1)/3=0.33

Figure 2: Computation of abstract reasoning metric.

[2] Qiu et al., 2023. Phenomenal yet puzzling: Testing inductive reasoning capabilities of language models

with hypothesis refinement.
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Experiment I: abstract reasoning

O There is a significant disparity (over 17%) between the vanillo accuracy and

AbsAcc for all LLMs

Methods Size Vanilla Accuracy AbsAcc
7B 51.67 24.82
LLaMA-2 [1] 5p 68.45 42.94
7B 74.23 51.19
Orca-2[33] 3 79.83 59.47
GPT-3.5[7] >20B 83.25 66.08
Human [14 — 92.00 89.90
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Experiment ll: generic fact probing

O Massive reasoning-based post-training (Orca-2) might lose lots of knowledge
O If LLMs know the knowledge, then they can perform well on the corresponding

examples
Table 3: The categorized abstract reasoning accuracy
Table 2: Accuracy of generic fact probing. based on whether the generic facts are known.
LLMs LLaMA-2  Orca-2 GPT-3.5 Category Metrics LLaMA-2 Orca-2  GPT-3.5
7B 13B 7B 13B >20B 7B 13B 7B 13B >20B
Accu. 62.44 70.32 26.97 12.78 77.30 Known  AbsAcc 34.26 43.51 64.98 81.51 68.31

Unknown AbsAcc 17.19 31.84 49.00 58.38 58.49
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Method: meaningful learning



AbsR construction

[0 Based on GenericskB [3], we utilize gpt-4-1106-preview to synthesize multiple
examples for a single generic fact, which are the applications of the generic fact

on different scenarios

_____________________________________________

Question: Which of the following scenarios is most
' likely to influence a person's typical shopping habits?

' Options:
' A) A regular day with no significant changes in weather
! or social conditions

B) A holiday season with sales and promotions in stores '
i C) A study conducted with the same participants as a

C) When the person has not received their paycheck yet
' D) A day with consistent weather and social conditions
as the previous week

Answer: B)

Explanation: Holiday seasons with promotions and

' sales present unusual conditions that can significantly
 alter a person's typical shopping behavior, often

| encouraging more spending.

Generic Fact: Unusual conditions affect behavior

_________________________________________

: Question: In a psychological study, which condition is

i most likely to yield atypical results in participants?
Options:

i A) A study conducted during a stressful event

i B) A study conducted in a controlled environment with

no distractions

previous similar study

i D) A study conducted with used questionnaires

Answer: A)

| Explanation: A stressful event like a natural disaster .
 creates an unusual condition that can significantly affect |

| participants' behavior and responses, leading to atypical
: results in a psychological study.

__________________________________________________________________________________
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0 We employ the constructed AbsR dataset to train LLMs autoregressively, and
we model the following two conditional probabilities:

LM(X,Y,0) Zlogpe (YelX, Yer),

LM(X,r,Y,0) Zlogqe Y| X, 7, Yeu).
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Size LLMs AbsR AGIEval RACE BBH Com. MMLU ARC-e ARC-c Average
Vanilla Accuracy
S20B PalLM-2 75.76 15.83 75.82 4873 78.05 58.73 89.95 82.37 65.77 £0.00
GPT-3.5 84.00 25.84 83.36 54.15 7480 6598 9471 88.81 71.46+0.00
LLaMA-2 50.00 27.89 38.85 26.00 5537 41.65 5873  43.05 42.69 £ 0.00
Vicuna 75.00  32.56 65.75 3193 6477 4940 7478 57.63 56.48 +0.00
7B WizardLM 65.00 22.27 22.11 2599 43.63 2326 2557 2237 31.28+0.00
Orca-2 73.50  38.57 73.32 3451 7158 50.11 79.19 73.90 61.84 +0.00
MeanLearn 77.00  38.15 7715 35.64 76.59 5298 86.67 78.06 65.28 +0.34
3B LLaMA-3 8250 36.33 76.75 36.60 71.76 61.86 88.54 75.25 66.20 + 0.00
MeanLearn 84.50  38.53 77.02 37.67 71.73 6235 88.89 7797 67.12+0.8
LLaMA-2 73.50 3441 59.46 30.61 61.00 51.87 7125 5525 54.67 £0.00
Vicuna 74.00  33.23 63.54 3322 63.10 4934 77778 59.77 56.75 £0.00
13B WizardLM 74.00 33.23 63.54 3322 63.10 4934 7778 59.77 56.75 £0.00
Orca-2 66.50  43.75 66.86 39.39 6592 4727 82.19 70.85 60.34 +0.00
MeanLearn 67.17  43.92 70.24 4036 69.75 51.68 88.69 82.00 64.23 +0.25
AbsAcc
S20B PalLM-2 64.58 9.59 61.54 27.69 69.34 4439 8568 77.10 54.99 +0.00
GPT-3.5 77.08 14.48 66.79 2545 6574 52.09 92.16 85.05 59.86+0.00
LLaMA-2 3542 16.09 1408 9.56 4742 2548  50.27 35.51 29.23 +£0.00
Vicuna 58.33 19.90 38.68 14.28 58.07 32.50 6595 49.53 39.84 +0.00
7B WizardLM 53.24 12.94 557 977 3296 11.55 20.00 17.29 20.42 +0.00
Orca-2 60.42  26.27 5090 15.67 64.02 33.68 72.16 67.76 48.86+0.00
MeanLearn 64.58  25.27 57.10 16.67 71.17 3724 8135 73.83 53.39+0.32
3B LLaMA-3 7292  23.78 55.61 18.13 66.35 47.31 83.51 70.09 54.71 £0.00
MeanLearn 73.96  26.57 55.09 19.24 6648 4676 83.78 73.36 55.66 +0.17
LLaMA-2 61.46 21.01 32.17 13.74 52.87 3572 6243 4486 40.53 +£0.00
Vicuna 61.46 19.70 36.50 16.33 55.26 32.21 70.27  52.34 40.37 £0.00
13B WizardLM 59.38 16.96 28.59 18.61 5573 2947 57.84 42.06 38.58 £0.00
Orca-2 50.00 29.50 42.12 20.61 56.41 31.11 7595 62.15 45.98 +0.00
MeanLearn 45.82  30.01 47.65 21.85 61.04 3521 8541 77.08 50.51+0.23
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Conclusion



Conclusion

0 We summarize our contributions as follows:

0 We provide a systematic and quantitative analysis of abstract reasoning in current LLMs,

and we develop an abstract reasoning dataset with generic-fact-guided explanations.
0 We propose meaningful learning to improve abstract reasoning in LLMs with generic fact.

0 We achieve improvement in general reasoning and abstract reasoning on various OOD

reasoning and language understanding benchmarks.
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For more details

O If you have any questions, feel free to contact us.

e-mail: kxiong@ir.hit.edu.cn E]E] ()i g3 (0]

Telegram: kxionghhh O kett oy OREaah
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