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On the Identifiability of Poisson Branching Structural Causal Model 
Using Probability Generating Function
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Introduction

Task: How to learn the causal structure from the observed count data

Recent works: Poisson Branching Structural Causal Model (Qiao 2024). Poisson Bayesian Network 
(Park and Raskutti 2015), Zero-Inflated Poisson Bayesian Networks(Choi, Chapkin, and Ni 2020), 
Ordinal Causal Discovery (Ni and Mallick 2022).



Thinning operator “∘” helps model branching structure.

𝑌𝑌 = 0.6 ∘ 𝑋𝑋

A toy example for the thinning operator, each 𝑋𝑋 has a 60% chance of triggering an occurrence of an event 𝑌𝑌. 

X=3

X

X

X

Y=2+

𝜉𝜉𝑛𝑛
𝛼𝛼 ∼ 𝐵𝐵(0.6)

Y

Y
𝜉𝜉𝑛𝑛

𝛼𝛼 ∼ 𝐵𝐵(0.6)

𝜉𝜉𝑛𝑛
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𝐵𝐵(0.6): Bernoulli distribution 
with parameter 0.6

𝑃𝑃 𝑛𝑛 = �0.6, 𝑛𝑛 = 1
0.4, 𝑛𝑛 = 0

Each event contributes independently to the 
occurrence of its child event. 

×

× 𝑋𝑋𝑖𝑖 = �
𝑗𝑗∈𝑃𝑃𝑃𝑃(𝑖𝑖)

𝛼𝛼𝑗𝑗,𝑖𝑖 ∘ 𝑋𝑋𝑗𝑗 + 𝜖𝜖𝑖𝑖 ,

where 𝛼𝛼𝑗𝑗,𝑖𝑖 ∈ 0,1  is the causal coefficient from 𝑋𝑋𝑗𝑗 to 𝑋𝑋𝑖𝑖 .

Definition For each random variable 𝑋𝑋𝑖𝑖 ∈ 𝑋𝑋, let 𝜖𝜖𝑖𝑖 ∼ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝜇𝜇𝑖𝑖) be 
the noise component of 𝑋𝑋𝑖𝑖 , then 𝑋𝑋𝑖𝑖 is generated by:

Poisson Branching Structural Causal Model (PB-SCM) 



Limitations of the cumulant-based method for PB-SCM 
• Need for estimating 

higher-order cumulants

1.  High computational cost

2.  Estimation bias

• certain identifiability issues
The causal relationships among 
𝑋𝑋1, 𝑋𝑋2 and 𝑋𝑋3 are not identifiable

Why Do These Limitations Exist?

The �Λ𝑘𝑘 𝑋𝑋𝑖𝑖 → 𝑋𝑋𝑗𝑗 constructed by cumulant extract path information from entire graph and only enable 
causal discovery when they reach the highest non-zero order. 

Cumulant-based method can only leverage higher-order information



Probability Generating Function
Definition. Given discrete random vector 𝐗𝐗 = [𝑋𝑋1, . . . , 𝑋𝑋𝑑𝑑]𝑇𝑇 taking values in the non-negative 
integers ℤ≥0, the probability generating function of X is defined as:

where 𝑝𝑝 is the probability mass function of 𝐗𝐗 and |𝑧𝑧𝑖𝑖| ≤ 1.

The expectation form of the PGF doesn't provide any interpretable information.



Fig.5 triangular structure.
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of the triangular structure. 

Corresponding 
branching structure.

Each term in the closed form of PGF corresponds to a branching structure.

The Closed Form of Probability Generating Function



Discovery: Each term in the closed form of PGF corresponds to a branching structure.

The PGF has a local property, allowing for the efficient identification of local structures.

lim
𝑧𝑧4→0

𝐺𝐺𝑿𝑿(𝑧𝑧1, 𝑧𝑧2, 𝑧𝑧3, 𝑧𝑧4)

Focus on local structures, No need for high-order information

Specific local structures can be identified 
by verifying the existence of corresponding term in lim

𝑧𝑧4→0
𝐺𝐺𝑿𝑿(𝑧𝑧1, 𝑧𝑧2, 𝑧𝑧3, 𝑧𝑧4)



• Certain identifiability issues (√)

By checking whether the term 
corresponding to 𝑋𝑋1 → 𝑋𝑋2 ← 𝑋𝑋3 
exists in PGF 𝐺𝐺𝑿𝑿(𝑧𝑧1, 𝑧𝑧2, 𝑧𝑧3, 𝑧𝑧4).

Total complexity : 𝒪𝒪(𝑑𝑑 𝑑𝑑−1
2

+ 2𝑑𝑑(𝑑𝑑−1)(𝑑𝑑−2)
3

)

• High computational cost (√)

• Estimation bias (√)

Identify local structures without relying 
on high-order cumulants, improving 
estimation accuracy.

Discovery: Each term in the closed form of PGF corresponds to a branching structure.

Identifiability & Method: Specific local structure can be identified by verifying the 
existence of specific items in PGF 

PGF leverage low-order information to identify causal direction



Experiments Result

Real World Experiment. we orientate in the local triangular structures Y1 
− Y2 − F, Y2 − R − F, and the local collider structure Y1 − S − R. 

As a result, Our method successfully identifies adjacent vertex Foul − 
First Yellow Card and other six causal directions, which is consistent with 
our theoretical result.

Sensitivity Experiment Case study
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