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Memory usage of Adam

● model size d

● two momentum buffers (m, v): 2d additional memory

○ float32 (4 Bytes): 8d (B)

○ bfloat16 (2 Bytes): 4d (B)

● Existing work

○ AdamW-8bit: 2d (B)

○ Can we do better?



● Designed for finetuning
○ not all gradient entries are necessary for optimization

● Store a window of m sparse gradients
○ Top-K
○ 99% sparse
○ store largest 1% components (indices and values)

● Error Feedback
○ stores the compression error and corrects the gradient
○ quantized to 4 bits

● Constructs the Adam update dynamically at each step using CUDA kernels
○ We do not store m and v, so no additional memory used

● Memory footprint (bytes)
○ 0.9d compared to 2d for AdamW-8bit
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MicroAdam - LLM Finetuning Results



Theory: Gradient and Error Compression



Theory: Non-convex and PL Convergence Rates



Thank you!


