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Abstract

e Distributed system requires privacy protection

of users’ entire contribution of samples.

o Existing solution (two-stage) is not suitable for
imbalanced users or heavy-tailed distributions.
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I'his work: Huber loss minimization approach.
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I'he new method significantly improves the

performance for imbalanced users, by adjusting
the connecting points of Huber loss adaptively.

e The new method significantly improves the
performance for heavy-tailed distributions, by
replacing the clipping operation to a moderate
Huber loss penalty:.

e We conduct both theoretical analysis and
experiments to validate the new method.

Introduction

Background

e Traditional differential privacy considers the
privacy of each sample.

e Fach user may contribute multiple items:
In recommendation systems, an account is a user,

and each visiting record can be viewed as an item.
In federated learning, each client can be viewed as
a user, and each sample can be viewed as an item

e We hope to protect a user’s entire contribution.

Existing Solutions
1) Direct calculation:

Simple clipping

———————— Ideal clipping

A Population mean
X

User-wise mean

(0,0) point

e The local averages are already close to each other.

e Clipping radius is larger than necessary, resulting
in unnecessary sacrifice of utility:.
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2) Two-stage method (WME) [1]:

o Stage I (Localization): identify a small interval
that contains the truth p with high probability

o State II (Refinement): Clip to the interval and
then calculate final average with appropriate noise

e [ixtend to high dimensionality: Hadamard
transform

e [.imitation 1: Not suitable for imbalanced data

e Limitation 2: Not suitable for heavy-tailed
distributions

Contributions

e Propose Huber loss minimization approach to
address the limitations above

e Provide both theoretical analysis and numerical
experiments

e Significant improvement for heavy-tailed
distributions.
Reason: penalizing large distance yields smaller
bias than simple clipping

e Significant improvement for imbalanced data.
Reason: Adaptive thresholds and weights,
leading to better sensitivity-bias tradeoft

Preliminaries

Differential privacy (DP)

If for any O C © and any two adjacent datasets
D and D’

P(A(D) € O) <eP(A(D) € O)+6, (1)
then A:Q — O is (¢,0)-DP

User-level DP

Two datasets D, D’ are user-level adjacent if they

differ in items belonging to only one user.
A is user-level (e, 6)-DP if (1) is satisfied for any
two user-level adjacent datasets D and D’
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The Proposed Method

e Iistimator without adding noise:
fin(D) = afgsmiﬂ 21 w;¢i(s, yi(D)), (2)

in which w; is the weight. ¢; is the Huber loss
function:

/

Hs—vylI® ifls—yl|<T
il S, = 9 2 , — '3
POV T\ ns -yl - 12t s -yl > 1.
e [F'inal estimator:
A(D) = Clip(fig(D), R) + W, (4)

Theoretical results

Theorem 1: Bounded support,
balanced users

Under some assumptions (omitted here), for n
users with m items per user,
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e No sacrifice of utility under this simple case

Theorem 2: Heavy-tailed
distributions, balanced users

If the distribution has p-th bounded moment
(p > 2), for n users with m items per user,
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e Significant improvement over existing solution |1]

e With m = 1, the result matches the
state-of-the-art item-level DP estimators
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Bounded support, imbalanced
users

Let v be the degree of imbalance (definition omit-

ted here, for balanced users v = 1; large v indi-
cates strong imbalance), for N total items dis-
tributed in n users,
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e With proper h, both ¢ and ¢, bounds are nearly
optimal (up to log factor)

Evaluation

Balanced users:
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Figure: Convergence of mean squared error with balanced
users.

Imbalanced users:
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Figure: Growth of mean squared error with degree of
imbalance .
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