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Introduction

O Distributed learning has become a hot research topic in recent years because of its necessity

for training large-scale machine learning models.

» Synchronous distributed learning (SDL) methods: Synchronous SGD (SSGD), SSGD with momentum (SSGDm)...
» Asynchronous distributed learning (ADL) methods: Asynchronous SGD (ASGD)...

O Momentum has been acknowledged for its benefits in both optimization and generalization
In deep model training.

> In SDL methods, momentum is extensively utilized across various domains.

» In ADL methods, existing works have found that naively incorporating momentum into ASGD may decrease the
convergence rate or even result in divergence.

O In this paper, we propose a novel method called ordered momentum (OrMo) for ASGD.




Preliminary

O SSGD & ASGD
» Distributed SGD (DSGD) unifies SSGD

and ASGD within a single framework.

» The waiting set is a collection of workers
(indexes) that are awaiting the server to
send the latest parameter.

» The only difference between SSGD and
ASGD is the communication scheduler

associated with the waiting set.
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Algorithm 1 Distributed SGD
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Server:

Input: number of workers K, number of iterations 7°, learning rate 7), waiting set C = ();
Initialization: initial parameter wo;
Send the initial parameter wq to all workers;
for iteration t € [1'] do
Receive a stochastic gradient g~ from some worker k;
G S Site(ks,t) . s
. ’ e . ;
Update the parameter wy 1 = wy — N8ite (ke t)>
Add the worker k; to the waiting set C = C U {k; };
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Execute the communication scheduler:

Option I: (Synchronous) only when all the workers are in the waiting set, i.e., C = [K], send
the parameter w1 to the workers in C and set C to ();

Option II: (Asynchronous) once the waiting set is not empty, i.e., C # (), immediately send the
parameter w1 to the worker in C and set C to ();

end for

Notify all workers to stop:

Worker k : (k € [K])

repeat
Wait until receiving the parameter w from the server:
Randomly sample £* and compute the stochastic gradient g* = V f(w; £¥);
Send the stochastic gradient g* to the server;

until receive server’s notification to stop
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O Reformulation of SSGD with momentum (SSGDm)

-1

t . .
» The momentum in SSGDm can be formulated as u,.; = X, (,BlEJ_‘ X Y relk] ng{-"'K) + B0 x Zj._ltJKng[{ZJK.
-|L £

W e define {ngd. ngix, -~ ngr: '} as the i-th (scaled) gradient group.
M The order of the gradient group is based on the iteration indexes of its corresponding gradients.

B The momentum in SSGDm is a weighted sum of the gradients from the first several gradient groups.

» An example of the momentum u,, in SSGDmM

B2 x + pix
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O OrMo for ASGD
» Definition of the gradient groups in OrMo for ASGD

B The sequence of gradients computed in ASGD is given by g3, g3, -, gKk=1, g%, gk*, -, gk, gk | giker ... ghak—1 ...

B The i-th (scaled) gradient group in OrMo for ASGD is defined as: {Tlgl(ci(i_f))ffﬂ»77.92-(1_11)),1{{1; ---,ngfIQK‘l},

where i > 1. And the 0-th gradient group in OrMo is {ngd,ng3,---,ng&k1}.

» In OrMo, momentum is incorporated into ASGD by organizing the gradients in order based on their iteration indexes.
B The momentum is a weighted sum of the gradients from the first several gradient groups.
B We refer to the gradient group whose gradients are weighted by #%as the latest gradient group, which contains the latest gradients.

B An example of the momentum u,, in OrMo for ASGD
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D OrM 0 for ASG D Algorithm 2 OrMo

I: Server:
: : 2: Input: number of workers /X', number of iterations 7', learning rate 77, momentum coefficient
> Algorlthm details € [0,1), waiting set C = 0;
3: Imitialization: initial parameter wop, momentum ug = 0, index of the latest gradient group
Io = 0
4: Send the initial parameter w( and its iteration index 0 to all workers;
5: for iteration ¢ € [T do

6: | if the waiting set C is empty and [ 4= | > /; then
: = -3 =f =
7 Wt_*_é Wt Uy, llt+1 Uy, It_|_1 It—f—l
8: |else
0: w§+% = W¢, Uy 1 = Wy dpq =iy
10:  Lend. if
b Receive a stochastic gradient gf"t‘ (ket) and its iteration index ite(ky, t) from some worker £y

[lte (ke t

and then calculate ] (i.e., the index of the gradient group that gm(A ) belongs to);

L (gl )

1_51t+1—f—ue(k 141 ks
13: | Update the parameter w1 = W1 — 5 , X (1;g_it€(kht)),

ite (kt t)

12: | Update the momentum u;y1 = U, 1+ Bler=T

1-8
14:  Add the worker k; to the waiting set C = C U { k¢ §:
15:  Execute the asynchronous communication scheduler: once the waiting set is not empty, i.e.,
C # (), immediately send the parameter w1 and its iteration index ¢ + 1 to the worker in C
and set C to (;
16: end for
17: Notify all workers to stop;
18: Worker & : (k € [K])
19: repeat
20: Wait until receiving the parameter wy and its iteration inclex t’ from the server;
21:  Randomly sample £* and calculate the stochastic gradient gt, = Vf(wy;£F);
22:  Send the stochastic gradient g¥ and its iteration index ¢’ to the server;
23: until receive server’s notification to stop
00— 00— 00
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O Convergence Analysis

Assumption 1. For any stochastic gradient ¥V f(w; F), we assume that it satisfies:
Eer[Vf(w;E¥)] = VF(w), Ee|Vf(w;&¥)— VE(w)|? <o? VweR%VEke K]
Assumption 2. For any stochastic gradient V f (w; £F), we assume that it satisfies:
Eet |V f(w; £°)1? < G?,vw € R4, Vk € [K].
Assumption 3. F'(w) is L-smooth (L > 0):

L
F(w) < F(w)+VFWw) ' (w—-w)+ §HW —w|%, Vw,w’ € R%

Assumption 4. The objective function F(w) is lower bounded by F*: F(w) > F* Yw € R¢.
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O Convergence Analysis

» Constant learning rate

1 5 1
Theorem 1. With Assumptions 1, 2, 3 and 4, letting 7 = min{ 21;<ﬁ d—F)=- (-A)Fac }, Algo-

L’ (17T)20 ' (LKG)3T3
rithm 2 has the following convergence rate:

T 2
1 ) [Lo® (KLG\?® KL
Sl < il sl it
= E E||VF(wy)||* <O < T +- ( - + A

t=1
» Delay-adaptive learning rate

The convergence of OrMo with the above delay-adaptive learning rate (called OrMo-DA) is guaran-
teed by Theorem 2.

2
Theorem 2. With Assumptions 1, 3 and 4, letting = min{ (18;(5 L) A/ (1]? 522‘& }, OrMo-DA has the
following convergence rate:

Lo?2 KL
& 2<
E|VE(wr)| _0<\/ 7t
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Experiment

O Experimental details

» All the experiments are implemented based on the Parameter Server framework. Our distributed platform is conducted
with Docker.

B Each Docker container corresponds to either a server or a worker.

» The experiments are conducted under two settings:

B [homogeneous]: each worker has similar computing capabilities.
B [heterogeneous]: some workers (i of all) are designated as slow workers.

» We evaluate these methods by training ResNet20 model on CIFAR10 and CIFAR100 datasets.
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O Empirical results of different methods
» Empirical results on CIFAR10 dataset
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Number of Workers

16 (hom.)

64 (hom.)

16 (het.)

64 (het.)

Methods

Training Loss

Test Accuracy

Training Loss

Test Accuracy

Training Loss

Test Accuracy

Training Loss

Test Accuracy

ASGD
naive ASGDm
shifted momentum
SMEGA?
OrMo
OrMo-DA

0.06 £ 0.00
0.20 4 0.07
0.08 4= 0.01
0.05 £ 0.01
0.04 4 0.01
0.03 £ 0.01

89.77 & 0.11
88.15 & 1.70
90.23 % 0.27
90.60 4 0.42
90.95 + 0.27
91.17 + 0.18

0.40 + 0.02
0.44 £ 0.06
0.38 4 0.00
0.23 + 0.04
0.15 4 0.02
0.16 £ 0.02

83.14 + 0.55
82.39 4+ 1.79
83.72 4 0.29
86.82 £+ 0.69
88.03 + 0.28
88.03 £ 0.33

0.06 %+ 0.00
0.58 + 0.86
0.10 + 0.02
0.04 & 0.01
0.04 4+ 0.00
0.03 + 0.01

89.73 £ 0.19

13.23 1 31.61

89.95 4 0.32
90.88 &£ 0.25
91.01 £ 0.10
91.28 1 0.37

0.38 £ 0.01
0.78 £ 0.77
0.37 £ 0.01
0.22 4 0.07
0.16 £ 0.03
0.15 £ 0.02

83.94 4 0.21

68.75 £ 29.51

83.99 4+ 0.23
86.89 4 1.42
87.76 £ 0.57
88.08 4 0.38

» Empirical results on CIFAR100 dataset

Number of Workers

16 (hom.)

64 (hom.)

16 (het.)

64 (het.)

Methods

Training Loss

Test Accuracy

Training Loss

Test Accuracy

Training Loss

Test Accuracy

Training Loss

Test Accuracy

ASGD
naive ASGDm
shifted momentum
SMEGA?2
OrMo
OrMo-DA

0.51 4 0.01
0.54 £ 0.01
0.47 4+ 0.01
0.41 £ 0.00
0.41 4 0.01
0.40 + 0.00

66.16 £ 0.36
65.46 4 0.20
66.37 £ 0.14
67.32. - 022
67.56 + 0.34
67.72 4+ 0.21

0.96 £ 0.03
1.03 4 0.05
0.82 £ 0.01
0.69 &+ 0.00
0.56 £ 0.00
0.56 + 0.01

61.61 4 0.59
59.96 + 0.90
63.55 4 0.32
64.16 & 0.12
65.48 4+ 0.17
65.79 4 0.12

0.51 £ 0.01
0.53 4 0.00
0.47 £ 0.00
0.40 4 0.01
0.40 £ 0.01
0.04 4 0.00

65.94 £+ 0.39
65.69 4= 0.42
66.28 4= 0.14
67.29 £+ 0.16
67.71 1:0.33
67.82 + 0.20

0.95 4 0.03
0.97 4 0.06
0.82 4= 0.04
0.68 £ 0.02
0.58 4 0.02
0.57 £ 0.01

61.74 £ 0.30
61.13 - 1.02
63.28 £+ 0.66
64.12 + 0.53
65.43 £+ 0.35
65.82 + 0.30
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O Training curves with respect to wall-clock time on CIFAR10 dataset
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