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Introduction

𝓠(𝑻𝑾) is the quantized weights. However, this PTQ method requires architecture changes and extra
inference overhead. To overcome this, we propose MagR, a non-linear method with channel-wise 𝑙!-
regularized least squares, reduces quantization scale without adding inference overhead.
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where 𝛼 serves as the regularization parameter, balancing fidelity and regularization.

Large Language Models (LLMs) perform well but are limited by their size and computational demands.
Low-precision Post-Training Quantization (PTQ) helps reduce these demands, though it may slightly
affect accuracy compared to Quantization Aware Training (QAT) at very low precision. Recent PTQ
advancements use linear transformations to make pre-trained weights easier to quantize  by
reducing magnitudes and suppressing outliers. In a nutshell, given the features 𝑿 and weights 𝑾 , a
linear transformation 𝑻 is applied to weights 𝑾 to make 𝑻𝑾 more quantization-friendly than 𝑾. i.e.

𝑿𝑾 = (𝑿𝑻&𝟏)(𝑻𝑾) ≈ (𝑿𝑻&𝟏)𝓠(𝑻𝑾)



To address the 𝑙!-regularization problem, we develop

a parallelizable proximal gradient descent algorithm

that computes 𝑙( -ball projections at each iteration.

MagR achieves two key goals:

l It reduces the channel-wise maximum weight magnitude.

l It preserves model performance with minimal
accuracy loss and reduces quantization error.



Proximal Gradient Descent
𝑙!-norm is convex but not differentiable. Instead of subgradient methods, we use proximal gradient algorithm to 
solve it, which matches the convergence rate of standard gradient descent. With the step size 𝜂 > 0, proximal 
gradient descent takes the following iteration: 
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where prox0 - " with the scalar 𝑡 > 0 is the (scaled) proximal operator of 𝑙!-norm function, defined as:
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Proximal Operator of 𝒍!-Norm
It turns out we can compute it by leveraging the celebrated Moreau decomposition

prox0 - " 𝒗 ≔ 𝒗 − 𝑡 > proj - #2(
𝒗
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Method



Experiment

We tested MagR on Language Generation tasks. The results for LLaMA family are shown in the following tables. MagR
consistently improves the performance of RTN and OPTQ. Moreover, MagR+OPTQ outperforms most methods across
the LLaMA family models for both per-channel and per-group weight quantization.

Language Generation



Zero-shot tasks

We evaluated the performance of quantized models
on four zero-shot tasks, shown in the following table.

We investigated the combined effects of MagR and
QuIP. MagR significantly enhances the performance
of QuIP on LLaMA2 models family.

The adaptive capacity of MagR



Concluding Remarks

This paper introduces MagR, a method to shrink weight sizes in pre-trained language
models, helping improve accuracy in common quantization methods. By grouping
weights closer together, MagR allows for smaller quantization steps. Experiments on
LLaMA models show state-of-the-art performance without any inference overhead,
making MagR practical for quantized model deployment.

Thank you!


