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Background: Cross-Domain Recommendation
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Traditional recommendation systems are faced with two long-standing obstacles, namely data sparsity and cold-
start problems, which promote the emergence and development of Cross-Domain Recommendation (CDR). The 
core idea of CDR is to leverage information collected from other domains to alleviate the two problems in one 
domain[1].

Figure 1. Illustration of cross-domain recommendation[2]



Motivation: Privacy and Negative Transfer
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Figure 2. (a) The BS-CDR scenario.                (b) The performance affected by the number of domains 

In order to distinguish our work from previous efforts, we focused a more generic scenario of Broader-Source Cross-Domain 
Recommendation (BS-CDR), which integrates knowledge from more than two source domains.

In this specific scenario, we face two prominent challenges : 
1. Inadequate privacy preservation. Both intra- and inter-domain privacy must be carefully considered in BS-CDR.
2. Accumulative negative transfer. The impact of negative transfer can inevitably intensify with an increasing number of source 
domains and the performance of CDR models can decline to levels lower than those of single-domain model.



Method (1/4): Overall Architecture

FedGCDR proposes two modules : Positive Knowledge Transfer Module and Positive Knowledge Activation Module 
to address these challenges.
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Figure 3. An overview of FedGCDR.



Method (2/4): Positive Knowledge Transfer Module (Module 1)

First, privacy-preserving knowledge extraction

In a GNN-based approach, direct transfers are subject to privacy attacks. Each message propagation layer can be viewed 
as a function with user and item embeddings as input. An attacker can easily obtain the private rating matrix based on 
these embeddings. We apply DP to the source domain embeddings to safeguard inter-domain privacy.

Second, feature mapping
User features could represent personal preferences and are influenced by domain features. The discrepancy of domains 
leads to the heterogeneity of feature space between domains which means that source domain embeddings cannot be 
utilized directly by the target domain. We adopt a series of MLP to explore mapping functions for each source domain.
To learn more effective mapping function, we adopt a mapping loss term:
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Method (3/3): Positive Knowledge Activation Module (Module 2)

First, graph expansion and target domain training

Second, target model fine-tuning

To further filter external noise, we adopt an additional fine-tuning stage: First, we freeze the message propagation layer of 
GAT to isolate the influence of source domains preventing Gaussian noise from permeating through the transfer process. 
Second, we directly train the well-informed embeddings generated by the target domain GAT. These steps adapt the 
learned external knowledge for predicting the target domain ratings.

We construct virtual users by embeddings from the source domains. Based on their 
correlated preference (they actually are the same person), we build social links 
between them and the real target user to generate attention coefficients (which can 
be regarded as domain attention).

Beside, we introduce a social regularization term[3] to strengthen the virtual social links:
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Considering the feature mapping and virtual social links, the objective function of the target domain is:
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Figure 4. Illustration of graph expansion.



Experiments (1/4): Setting

Datasets

We study the effectiveness of FedGCDR with 16 popular domains on a real-world dataset Amazon[4]. To study the 
impact of the number of domains on model performance, we divide these domains into three subsets containing 4, 8, 
and 16 domains respectively and denote them as Amazon-4, Amazon-8, and Amazon-16 respectively.
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Baselines
• FedGNN[5]: an attempt to adopt FL graph learning to recommender systems.
• EMCDR[6]: a conventional embedding-mapping CDR framework.
• PriCDR[7]: a privacy-preserving CDR framework based on DP.
• FedCT[8] : a VAE-based federated framework.
• FedCDR [9] : a dual-target federated CDR framework.

Table 1. Statistics on the datasets. 
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Experiments (2/4): Recommendation Performance

Table 2. The recommendation performance on Amazon@Books. 

Table 3. The recommendation performance on Amazon@CDs. 

Our method targets two domains with different data quality and achieves the best results on all three sub-datasets.



Table 4 shows that our approach is also suitable for dual-domain scenarios where users full-overlap and have only 
a single source domain and a single target domain.

We randomly selected 2500 overlapping users in the Books domain and CDs domain to construct the dataset 
Amazon-Dual
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Experiments (3/4): Dual-domain Scenario

Table 4. The recommendation performance on Amazon@CDs. 



From the Figure 4, we can observe:
1) The two variants perform differently on different target domains. On the Books domain, FedGCDR-T performs better than FedGCDR-M,

which indicates that for domains with higher data quality, preventing the transfer of negative knowledge from other domains is more
important than mapping this knowledge better. The opposite results on the CDs domain indicates that for domains that are deficient in
information, mapping knowledge correctly is more important.

2) Compared to FedGCDR, the absence of either module can cause a significant drop in performance.

To study the effects of privacy budget ϵ on the model performance.
From Figure 6 we can observe that the model’s performance
decreases as ϵ decreases. The degradation in model performance
suggests that our approach struggles to counteract the effects of
high-intensity noise in a large number of domains, but the model
performance is not completely destroyed by Gaussian noise.

We studied the effects of two modules and privacy budget in FedGCDR.
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Experiments (4/4): Ablation Study and Privacy Budget Study

Figure 5. Ablation study on Amazon-16@CDs and Amazon-16@Books. 

Figure 6. The effect of ϵ in DP on model performance.
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