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BACKGROUND GRAPHS & GRAPH NEURAL NETWORKS

Networks are everywhere - Graphs are natural way to model such networks

Social Networks Financial transactions

Protein-Protein 

Interaction Networks
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MOTIVATION TEMPORAL GRAPH REPRESENTATION LEARNING

Traffic prediction with advanced Graph Neural Networks

Graphs are often dynamic - nodes, edges, and attributes may evolve 
constantly over time

(a) Static Graph (b) Temporal Graph

𝑻i 𝑻𝒊+𝟏 𝑻𝒊+𝟐

… …

https://deepmind.com/blog/article/traffic-prediction-with-advanced-graph-neural-networks
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MOTIVATION TEMPORAL GRAPH REPRESENTATION LEARNING

GNNs developed for static graphs are not directly applicable for temporal 
graphs 

𝑻i 𝑻𝒊+𝟏 𝑻𝒊+𝟐

… … GNN?
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MOTIVATION TEMPORAL GRAPH REPRESENTATION LEARNING

Generalize GNNs to temporal graphs by additionally considering the time 
dimension.

𝑻i 𝑻𝒊+𝟏 𝑻𝒊+𝟐

… … GNN
+

Time
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MOTIVATION TEMPORAL GRAPH REPRESENTATION LEARNING

Generalize GNNs to temporal graphs by additionally considering the time 
dimension.

GNN
+

Time

From RNNs, SNNs, Transformers, to SSMs
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MOTIVATION SPIKE-BASED GRAPH NEURAL NETWORKS

GraphSSM: Modeling temporal graph dynamics with SSMs

Temporal Node embedding

𝑻i 𝑻𝒊+𝟏 𝑻𝒊+𝟐



8

METHODOLOGY GRAPH STATE SPACE MODELS

GHiPPO: HiPPO on Temporal Graphs

Graph memory projection operator

Extending HiPPO to GHiPPO

HiPPO term Regularization term

Coefficient projection

Laplacian-regularized online approximation
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METHODOLOGY GRAPH STATE SPACE MODELS

Mixed Discretization for Unobserved Graph Mutations

❑Ordinary ZOH: 

❑Feature Mixing:

❑Representation Mixing:
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METHODOLOGY GRAPH STATE SPACE MODELS

GraphSSM Framework

❑GraphSSM-S4: Single-Input, Single-Output (SISO) configuration

❑GraphSSM-S5: Multiple-Input, Multiple-Output (MIMO) configuration

❑GraphSSM-S6: input-controlled time intervals and state matrices (∆, 𝐵, 𝐶)
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METHODOLOGY GRAPH STATE SPACE MODELS

GraphSSM: Overall framework

❑Backbone: Graph Neural Networks

❑GCN, GraphSAGE, GAT

❑Sequence Model: State Space 

Models

❑ S4, S5, S6 (Mamba)

❑Mixed Discretization

❑ Unobserved graph mutations

❑ Feature mixing

❑ Representation mixing
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EXPERIMENTS SETTINGS

❑ Datasets: DBLP3, Brain, Reddit, DBLP-10, arXiv, Tmall

❑ Dataset splits: 8/2 for training/test

❑ Comparison methods:

❑ Static methods: DeepWalk & Node2Vec

❑ Dynamic methods: HTNE, MMDNE, DynamicTriad, 

MPNN, STAR, EvolveGCN, SpikeNet & ROLAND

❑ Metrics: Micro-F1 & Macro-F1

❑ Task: Temporal Node Classification

Table: The statistics of datasets.

4k 577k

𝑡0 𝑡𝑛
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EXPERIMENTS TEMPORAL NODE CLASSIFICATION

Table: Temporal node classification performance.

GraphSSM achieves superior performance in the node classification task
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EXPERIMENTS TEMPORAL NODE CLASSIFICATION

Table: Temporal node classification performance on large graphs.

GraphSSM scales to large and long-range temporal graphs
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EXPERIMENTS ABLATION STUDY

S4 is the best architecture for learning over temporal graph sequences
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EXPERIMENTS ABLATION STUDY

Feature mixing generally leads to enhanced model performance

❑Feature Mixing:

❑Representation Mixing:
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CONCLUSION

1. GHiPPO abstraction, a novel construct predicated on the 

objective of Laplacian regularized online function approximation

2. GraphSSM, a flexible state space framework designed for 

temporal graphs, addressing the key algorithmic challenge of 

unobserved graph mutations 

3. GraphSSM exhibits advanced performance on temporal graph 

learning and scales to large temporal graphs with long-range 

snapshots
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Thanks & QA?

https://github.com/EdisonLeeeee/GraphSSM

https://edisonleeeee.github.io/

lijt55@mail2.sysu.edu.cn

https://arxiv.org/abs/2406.00943

Jintang Li
Sun Yat-sen University

https://github.com/EdisonLeeeee/GraphSSM
https://edisonleeeee.github.io/
mailto:lijt55@mail2.sysu.edu.cn
https://arxiv.org/abs/2406.00943
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