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Background

A temporal knowledge graph (TKG) represents events in the form of quadruples 𝑠, 𝑟, 𝑜, 𝑡 , where 𝑠 and

𝑜 denote the subject and object entities, respectively, 𝑟 denotes the relation between 𝑠 and 𝑜, and 𝑡
represents the timestamp.

TKG representation learning aims to map temporal evolving entities and relations to embedded

representations in a continuous low-dimensional vector space.

Existing Methods: Leverage derived structures, e.g., communities, entity groups, and hypergraphs, to

model high-order correlations among entities. However, existing approaches lack the capability to capture

the temporal evolution of high-order correlations in TKGs.



Contributions

DECRL is the first work that integrates deep evolutionary clustering approaches into TKGs, which

jointly optimizes TKG representation learning with evolutionary clustering to capture the temporal

evolution of high-order correlations. Our main contributions are outlined as follows:

• We propose a deep evolutionary clustering module to capture the temporal evolution of high-order

correlations among entities, where clusters represent the high-order correlations between multiple

entities. Furthermore, a cluster-aware unsupervised alignment mechanism is introduced to ensure

precise one-to-one alignment of soft overlapping clusters across timestamps, maintaining the temporal

smoothness of clusters over successive timestamps.

• We propose an implicit correlation encoder to capture latent correlations between any pair of clusters,

which defines the interaction intensities between clusters to form a cluster graph. In addition, a global

graph, constructed from all events of training set, is introduced to guide the assignment of different

interaction intensities to different cluster pairs.



Approach

Evolutionary Clustering Module captures the

temporal evolution of high-order correlations

among entities by the fusion operation between

clusters across timestamps, which contains a

cluster-aware unsupervised alignment

mechanism to ensure precise alignment of soft

overlapping clusters across timestamps.

Implicit Correlation Encoder captures latent

correlations between any pair of clusters.

Time Residual Gate combines updated

representations with input representations

through a weighted mechanism.

Attentive Temporal Encoder captures the

temporal dependency among final updated

representations across timestamps.



Evaluation



Visualization

The visualization of entity representations on ICEWS14C. “Middle” and “Final” denote entity representations

obtained after training at the penultimate epoch and the final epoch, respectively. DECRL-w/o-alignment denotes

removing unsupervised alignment mechanism. DECRL-w/o-fusion denotes removing fusion operation between

clusters across timestamps.
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