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Ø Large-scale mask pre-training enables SAM’s 
powerful cross-domain capabilities

Ø Prompt interactive mode, support point, box, 
mask, text and other prompts
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n There is speckle noise in the pseudo labels and 
has poor structure.
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Experiments have shown that directly using the target domain image and its pseudo-label to prompt 
SAM has the following problems:

(1) Using points to prompt SAM is easily affected by pseudo-label noise, which will amplify the noise.

(2) Semantic alignment using SAM segmentation is prone to semantic confusion.





Ø Proposes connectivity level 
denoising, using Gaussian 
distr ibution to model the 
c a t e g o r y  n o i s e  o f  t h e 
connected domain

ü Simplifies noise discovery, 
making it easier to find open-
set noise

Ø D e s i g n s  a  t w o - s t r e a m 
p r o m p t i n g  m e t h o d  t o 
semantically expand object 
and background categories 
respectively

ü Optimizes the way pseudo-
labels prompt SAM



Ø Experiments show that modeling noise distribution at the connectivity level is easier to discover category and 

open set noise than modeling noise distribution at the pixel level.

Ø As shown in the figure above, by modeling the loss of the connected domain with a two-component 

Gaussian mixture model, the low-noise connected domain and the high-noise connected domain can be 

clearly distinguished.





Ø In the task settings of 
various domain 
adaptation, the methods 
in this chapter can 
improve the performance 
of existing methods.

Ø Our method can also be 
combined with the 
methods in the previous 
section to improve their 
performance.



Ø Our method can provide a new 
approach to solving the domain 
generalization problem, which can 
alleviate the semantic and open set 
noise problems encountered by 
domain generalization methods 
when using unlabeled open data.



Ø Compared with various 
methods of using Segment 
Anything Model, including 
using SAM as pre-training 
and using SAM to optimize 
pseudo-labels, the method 
in this chapter shows 
advantages.



Ø In terms of the use of unlabeled open data, the method in 
this chapter shows that it can alleviate the semantic and 
open set noise problems.

Ø In indoor scenes, medical, and remote sensing scenes, the 
methods in this chapter have shown that they can improve 
the pseudo-label quality of existing domain adaptation 
methods.




