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❑Lifelong Model Editing

LLM has a series of issues such as knowledge cutoff 
and hallucination. Continuous editing is crucial.

Background
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❑Pioneering Work

ROME	[Meng	et	al,	NeurIPS’22]
MEMIT	[Meng	et	al,	ICLR’23]

Locate then Edit

MEND	[Mitchell	et	al,	ICLR’22]

Meta Learning Working Memory Editing

GRACE	[Thomas	et	al,	NeurIPS’23]

Motivation

The impossible triangle among Reliability, Generalization, and Locality

(a) Reliability
LLMs can remember current and previous edits after sequential editing.

(b) Generalization
Editing can also understand and generalize to different queries (unseen).

(c) Locality

It does not affect pre-trained knowledge unrelated to the edits



WISE Overview：knowledge editing inspired by cognitive science

1. Utilize the target layer MLP 
as a memory component.

1. Green：Long-term memory 

(pre-trained knowledge)

2. Blue：Working memory 

(editable knowledge) 

2. Knowledge memory fusion :

Moderate knowledge density 
leads to be2er edi3ng effects

3. Knowledge memory retrieval :
Retrieve working memory
through neural ac3va3on.
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Methodology



❑Knowledge Memory Fusion
Divide thousands of edit par11ons by 

random mask gradients.

Merge Working Memory

Methodology



❑WISE： Gate mechanism, working/long-term Memory?

For input x:
-    A set of inputs within the edit scope tends to ac3vate the 
working memory (with higher ac3va3on on 𝑾𝒗").
-    A set of unrelated inputs tends to rely on long-term 
memory (with lower ac3va3on on 𝑾𝒗" ).
We designed a margin-based loss to iden3fy routes through 
ac3va3on.

Out of editing scope

In editing scope

Methodology



❑Experimental Results： QA

WISE maintains 70%+ editing success rate and 100% locality preservation after 1,000 edits.

Experiments



- Finding 1: Mid-to-Late Layers is effective.

- Finding 2: Gate mechanism routes the 
editing prompt and unseen paraphrases 
into the side memory

OOD

Experiments

Where to introduce WISE into the LLM



❑At what cost?

WISE-Retrieve will gradually increase computaBonal and inference costs.

WISE-Merge: Constant 3% Latency ⬆ WISE-Merge: Constant 4% Parameter⬆

Inference Latency (Le-) 
Computa4onal Cost (Right)
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Analysis



❑Retrieval Accuracy matters

Improve memory specificity through replay:
𝐿!"!#: Ensures that the current shard has lower 

ac<va<on for past edit prompts.WISE-Retrieve_{oracle}: Based on the retrieval 
upper bound, we observe significant room for 
improvement. As shown in Figure (b), the 
bo2leneck of WISE-Retrieve is retrieval accuracy.

Figure (b): 3K edits boost retrieval rate to 88%, +3% (compared to (a.))

Analysis



Thanks for Listening


