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 Why do we need a knowledge graph (KG) foundation model?
 In the fields of NLP and CV, there have been many foundation models that can 

be used for diverse corpora.

 However, existing KG reasoning methods have to develop, train and store 
separate models for different KGs.

 Is it possible to train a model that works across all KGs?
 Yes! We propose a KG foundation model to achieve this goal.

 In this paper, we propose KG-ICL, a KG foundation model.
 First, we construct prompt graphs as contexts.

 Then, we encode prompt graphs to obtain prompt embeddings.

 Finally, we encode the KG and score candidate entities.

 What can KG-ICL do?
 Reason on any KG without fine-tuning

 Apply to any static or dynamic KGs (transductive & inductive)

 Outperforms Supervised-SOTA baselines on 43 datasets

Introduction

KG-ICL: One Model for All Knowledge Graphs!

We propose a KG foundation model.  

 Prompt graph generation
 Given a query and its corresponding KG, we 

extract prompt graphs as context for the query 
relation “player in league”. The entities and 
relations in the prompt graphs are mapped to the 
unified tokens

 Prompt graph encoding
 We employ a graph neural network to encode 

the prompt graph and extract the relation 
representations as the prompts.

 Knowledge graph reasoning

 Then we use the prompts to initialize the 
representations of entities and relations in the 
KG. After KG encoding, we score the candidate 
entities based on their embeddings in the final 
layer.

Model

 Pre-training
 3 source datasets (FB V1, NELL V1 and CoDEx-small). 

 Evaluation
 16 transductive KGs, 14 inductive KGs and 13 fully-inductive KGs.

 Results on transductive datasets

 Results on inductive and fully-inductive datasets

Experiments

Any questions, please email to yncui.nju@gmail.com Source code: https://github.com/nju-websoft/KG-ICL
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