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Heterogeneity and Byzantine Attacks in 
FL

Byzantine Robustness: Learning despite possible 
malicious updates

Heterogeneity: Different data distributions 

• n participants, among which   are adversarial
• Each honest participant has a local data distribution 
• Personalization Goal: each participants learns a model that works best for 

their local data  
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Personalization through interpolation 

Problem formulation

For             :

3

Smooth and 
strongly convex

the set of correct clients 

where

ERM setting

True error

Empirical error



Effect on Optimization
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At iteration T:

Standard error 
for the strongly 
convex case

Additional error due to 
Heterogeneity and 
Byzantine adversaries

=> The optimization error is 
controllable: local learning is 
best

=> To see the full picture, we 
need to look at generalization



Optimization/Generalization Tradeoff
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Consequence

True Error Analysis

with 
Task complexity Heterogeneity

Byzantine effect



Experimental Results – Mean Estimation
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Experimental Results – Classification
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