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Input Margin Intractable for general Deep Nets.

Computationally Expensive
- Evaluate on large test sets or large models
- Real Time Deployment Decisions



Main Contribution
We introduce the concept of Margin Consistency

that allows using the logit margin: the difference between the top 2 logits 
as a proxy score for detection (local robustness score)



Margin Consistency
A model is margin consistent if there is a monotonic relationship between the 
input margin and the logit margin (rank correlation, Kendall tau)

Theorem: Margin Consistency is a necessary and sufficient condition to use the 
logit margin as a perfect score for non-robust samples detection.



Evaluation and Results

Kendall tau correlations

- Investigation on robustly trained models in Robustbench, Linf norm (8/255)
- Most are strongly margin consistent

Detection performance



Evaluation and Results

Are robust models strongly margin consistent because of Lipschitz smoothness?



Evaluation and Results

Are robust models strongly margin consistent because of Lipschitz smoothness?

No!

Lipschitz smoothness or Robustness does not imply margin consistency
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Evaluation and Results
What can we do with these two models?

We can learn a better 
correlated  pseudo-margin



Thank you!

Link to paper


