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ØIntroduction

n  Continual Learning

Continual learning is designed to help models learn new tasks while retaining 

knowledge from previous tasks.

n  Challenges

• Catastrophic Forgetting

• Resource Constraints

----------------------
[1]  Wang, Liyuan, et al. "A comprehensive survey of continual learning: theory, method and 
application.", IEEE TPAMI, 2024.

Continual learning requires adapting to incremental tasks with 
dynamic data distributions[1]



ØRelated work & Challenges

n  Catastrophic Forgetting

• Regularization-based methods constrain the updates to essential parameters of 

the model, thereby preserving important knowledge across tasks.

• Architecture-based methods introduce task-specific components or allocate new 

parameters for each new task.

• Rehearsal-based methods continuously replay samples from previous tasks to 

ensure that knowledge is retained. 



ØRelated work & Challenges

n  Resource Constraints

Limited Memory, Storage, and 
Processing Capabilities

Rehearsal-based methods struggle on edge devices due to limited 
memory for storing samples and constrained computational 

resources, impacting both learning accuracy and training efficiency.



ØMotivation

The human visual system (HVS) has evolved to handle information 
efficiently by focusing on essential low-frequency components and 

disregarding less critical details, serving as an inspiration for our framework.



ØMethod

n  Continual Learning in the Frequency Domain

l   The Frequency Domain Feature Encoder (FFE)
• Using wavelet transforms, FFE maps input images into the frequency domain, allowing us to reduce input 

feature sizes without major information loss. 

l   The Class-aware Frequency Domain Feature Selection (CFFS)
• CFFS balances feature reusability and minimizes interference by selecting frequency components based 

on class similarity.



Achieving substantial 
improvements in training 
speed, memory usage, 

and accuracy, 
demonstrating practical 
feasibility for real-world 

applications.

ØExperiments



ØConclusion

n  Continual Learning in the Frequency Domain
l Our framework leverages frequency domain transformations for efficient continual learning, addressing both 

catastrophic forgetting and the unique resource limitations of edge computing.



Continual Learning in the Frequency Domain

Thank You!

For further details, feel free to get in touch with us
liuruiqi23@mails.ucas.ac.cn


