Unraveling the Gradient Descent Dynamics of Transformers
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e [ransformer models have been popular in solving NLP, CV tasks (Vaswani, 2017; Radford, 2019; Brown 2020). v b Setting:
e However, there is still a generic lack of theoretical understanding of the optimization of Transformer models. ° Da(;caset:@{(.)(i‘, yé) ‘z‘zl’.X@' € R "5 'FEDUES.@QUGQCS’ o Dataset: Text Classification using the IMDb review dataset and Pathfinder
. . and y; € R" Is [abel. n IS sequence lengtn, D Is emped- - | f | | | o | | |
Main Question ding dimension. e Model: 2-layer Transformer model with the following specifications: embedding dimension D = 64, hidden
1. Which types of Transformer architectures allow Gradient Descent (GD) to achieve guaranteed convergence? e Model Structure: One-layer Transformer with self- MLP Layers _?_lmfrI;5|ofn 0= 128’ém wutnb_er Ct)f atte?hon wedaf[js ?‘: 2 L the train . h both Soft q
2. What is the key factor in the Transformer that enables the fast convergence? attention with Wy*, W, Wy € RP*? denoted as 1 : Ges < okrman‘ce& Ohm% - ,esthatc:u ALY At TESL 1055 WILIIT TNE TG SLEps WILI DO SOTimaz an
3. Is there any empirical evidence to support the finding in the answers to the above two questions? MH(M; X;). WO Laar:ﬁjcaanpee\;?siaa;izze;\:ioﬁn Of DO LTS,
o .
Contributions ° Tvao ?tttentl? keﬁrnels: i 0y e Obtain the model after 20, 000 training steps with Softmax kernel.
e Softmax attention: S it - - -
e Theoretically prove that: For regression problem modeled by Transformer, with appropriate network size, @ (. k)T Sin - e Proceed to train W'th gddgona\ 00 steps with SOTT‘aX/GahSS'a"‘ ernel. -
structure and initialization, global optimal solution can be found. O iV ( iV ) c R, (1) r e Choose two varying directions and plot the loss function when parameters change along the two directions.
e \Ve demonstrates that the activation function and the variables to be optimized as key factors in the 0 K Vd - -
optimization of Transformer model. S(Wy7, Wyy's Xi) = Softmax (Cip) (2) : _ -
S Landscape Visualization
e Gaussian attention: ot Clasefcat o Gaues | | |
) ) ] _ 9 ext Classfication, Softmax Text Classfication, Gaussian kernel Pathfinder, Softmax Pathfinder, Gaussian kernel
Some observations: Different performance with Gaussian/Softmax Transformer o H X Wi — X Wk H Figure 2. Attention(W2, WE WY X;) =
Cin € R™™; (Cin)y,; = ., (3) SWO, WE: X)X, WY, MHWE?, WE WV: X)) =
2\/3 O ._
(S(WQ K X)) ((C ) ) ) (headl,...,thadH) - W%, where head), :=
. . . hos VW o)), = 6XP ih)kj ) Attention(W*, WE WY X)) h=1,---  H.
e Task: IMDb review classification and Pathfinder L . £ ! ention( Wy, Wi, Wi's X4)
| | e Objective function:
e Model: Two-layer transformer with Gaussian/Softmax kernel. 1N :
e Conclusion: Training a transformer with Gaussian kernel is easier than Softmax kernel in some cases. mmM@; IMH(AM: Xi) = will", >
e Question from the observations: Why training Softmax transformers is not efficient in some cases? How to where M = (W< W WV) is the set of variables that
oguarantee training a transformer with faster convergencel? can be optimized.
Test Acc Gaussian vs Softmax o Test Loss Gaussian vs Softmax Convergence and Training Dynamic Analysis Figure 3. The loss landscapes on text classification task and Pathfinder task. For both tasks, we use the two-stage training in with the
- same training hyperparameters, while the only difference is the attention structure in the second training stage. The two axes represent
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0625 . Theorem 1: Solve Problem (5) with Gradient Decent update and M = (V[/'Q7 V[/K7 WV). Suppose HD > Nn, ’;f;teeav;{gndwechons (W% and W*). With Softmax attention, the landscape appears more complicated compared with Gaussian kernel
oo then there exists initialization and stepsize n, such that at iteration ¢, |
= o = o f (M X) < (1=nB)" f (My; X)), 6 Conclusion
e P os where 3 = o2, (W)o2. (B> 0, omin(-) is the smallest singular value. and matrix By is only related to M, and
F — —— input X. e IN both tasks, transformers with Gaussian attention exhibit a more smooth landscape compared to transformers
I Lussian . LUssian . . .
o I I ot Remark: with Softmax attention.
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seguence length. e [he landscape visualization provides evidence for Theorem 2, which explains the difference between different
Test Acc Gaussian vs Softmax Test L oss Gaussian vs Softmax ° Thg iInialization ensures vgr}igb\es start from a near convex region. | attention kernels.
| e \Weights need to move ‘a bit' in the near convex region to converge to global solution.
— 1 Theorem 2: Solve Problem (5) Gradient Decent update and M = {W¥}. Suppose HD > Nn, then there exists References
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kernel in some cases.
e [he difference between attention kernels implies there is vanishing gradient issue in Softmax attention.




