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To A Great Mind,
Nothing Is Little.

-Arthur Conan Doyle
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Long-Context LLM

Long-context large language model is currently receiving extensive attention from both academia
and industry. The training context windows of many contemporary LLMs have been expanded to
tens of thousands of tokens, thereby enabling these models to process extensive context as input.
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Challenge: Lost in the Middle

Contemporary long-context LLMs struggle to effectively and robustly utilize all the information
provided in the context, known as the lost-in-the-middle challenge [1, 2]. It implies that while the
LLM can comprehend the information at the head and tail of the long context, it often overlooks
the information in the middle.
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[1] Nelson F. Liu, et al. "Lost in the middle: How language models use long contexts." TACL 2024.
[2] Peng Xu, et al. "Retrieval meets Long Context Large Language Models." ICLR 2023.



Challenge: Lost in the Middle

We hypothesize that the root cause of lost-in-the-middle stems from the unintentional bias

hidden in the general training data.

 In auto-regressive pre-training, the loss on predicting the next token is more likely to be
influenced by a few nearby pre-tokens rather than long-distance tokens [1].

 For supervised fine-tuning and alignment, the system message, which strongly influences the
generation of the response, is typically presented at the beginning of the context [2].
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Solution: IN2 Training

To overcome lost-in-the-middle, our work introduces Information-Intensive training, a
purely data-driven solution to explicitly teach the model that the crucial information can be

intensively present throughout the context.
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Model: FILM-7B

Through applying IN2 Training on Mistral-7B, we present FILM-7B (Fill-in-the-Middle) with a
32K context window. FILM-7B achieves near-perfect performance on Needle-in-the-Haystack.
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Model: FILM-7B

Through applying IN2 Training on Mistral-7B, we present FILM-7B (Fill-in-the-Middle) with a
32K context window. FILM-7B achieves near-perfect performance on Needle-in-the-Haystack.
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Model: FILM-7B

Through applying IN2 Training on Mistral-7B, we present FILM-7B (Fill-in-the-Middle) with a
32K context window. FILM-7B achieves near-perfect performance on Needle-in-the-Haystack.

Needle-in-the-Haystack is not enough for long-context probing:

* It employs a document-style context, which LLMs could be quite familiar with due to the
pre-training on natural language corpora.

« The forward retrieval pattern in Needle-in-the-Haystack may simplify the difficulty of
information seeking in the long context, due to the mechanism of inductive head.

Example in Needle-in-the-Haystack

Context:
...... The best thing to do in San Francisco is eat a sandwich and sit in Dolores Park on a sunny day ... ...

Question:
What is the best thing to do in San Francisco?




VAL Probing

ﬁocument Sentence Retrieval (Bi—Directlm

### Context:

Extensive experiments are conducted to validate the
effectiveness of our proposed method, achieving new
state-of-the-art performance on all four benchmarks
with a notable gain.

### Instruction:

In above context, which sentence contains the piece
"achieving new state-of-the-art performance on all four"?,

Code Function Retrieval (Backward)\

#it# Context:

def createStrip:\n story = fetchVign(config)\n
if specialPlatform == 'android":\n except Exception as err:

##t# Instruction:

In above context, which function contains the code snip
"if specialPlatform == "android":" ? /

We introduce Various Long-context (VAL) Probing which encompasses three context styles
(document, code, and structured-data context) and three information retrieval patterns (forward,
backward, and bi-directional retrieval).

/ Database Entity Retrieval (Forward)\
### Context:

<id: Q40241868, label: Alpha-1-C-octyl-1-deoxynoji-
rimycin as a pharmacological chaperone for Gaucher
disease, description: scientific article published on 21
August 2006>

### Instruction:

In above context , what is the label and description for
Ww where the id is Q40241868 ? )




Performance on VAL Probing

The results on VAL Probing demonstrate that our Information-Intensive training can significantly
mitigates the lost-in-the-middle problem.
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Real-World Long-Context Tasks

Model NarrativeQA Qasper MultiFQA HotpotQA 2WikiMQA MuSiQue GovReport QMSum MultiNews Avg
Close-Source
GPT-4-Turbo (OpenAl, 2023b) 33.0 50.7 52.7 68.5 64.3 49.1 33.9 25.4 24.9 44.7
GPT-3.5-Turbo™ (OpenAl, 2023a) 23.6 433 52.3 51.6 37.7 26.9 29.5 234 26.7 35.0
Open-Source
LongChat-v1.5-7B-32K* (Li et al., 2023a) 16.9 27.7 41.4 31.5 20.6 9.7 30.8 22.7 26.4 25.3
ChatGLM2-6B-32K* (Du et al., 2022) 21.1 31.5 46.2 25.3 20.8 9.8 32.4 24.0 26.5 26.4
LongAlign-7B-64K (Bai et al., 2024) 18.7 33.8 49.1 28.6 234 12.5 30.6 23.7 27.5 27.5
Mistral-7B-Instruct-v0.1 (Jiang et al., 2023) 19.6 33.2 38.8 42.9 31.2 17.4 27.5 224 26.6 28.9
Mistral-7B-Instruct-v0.2 (Jiang et al., 2023) 23.5 33.8 45.9 42.4 24.3 20.8 33.3 24.8 26.8 30.6
Yi-6B-200K* (Al et al., 2024) 12.4 26.4 36.8 46.6 40.4 25.8 29.3 20.7 27.1 29.5
ChatGLM3-6B-32K* (Du et al., 2022) 9.2 43.1 50.9 55.3 43.7 38.9 36.0 24.7 274 36.6
InternLM2-chat-7B (Cai et al., 2024) 244 354 50.2 52.4 48.2 30.5 33.6 25.3 29.0 36.5
InternLM2-7B-LongWanjuan® (Lv et al., 2024) 299 39.6 50.2 53.7 42.3 32.1 33.0 25.5 27.8 37.1

FILM-7B (ours) 26.9 42.2 56.0 62.1 47.0 39.0 33.8 25.1 26.9 39.9




Real-World Long-Context Tasks

Model NarrativeQA Qasper MultiFQA HotpotQA 2WikiMQA MuSiQue GovReport QMSum MultiNews Avg
Close-Source
GPT-4-Turbo (OpenAl, 2023b) 33.0 50.7 52.7 68.5 64.3 49.1 33.9 254 24.9 44.7
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‘Synthesized Long-Context Data Can Help Real-World Scenarios!
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Short-Context Tasks
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Performance (%)

Short-Context Tasks
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Take-Away

1. We present IN2 Training to overcome lost-in-the-middle.

2.We introduce VAL Probing to comprehensively evaluate long-
context information utilization.

3.We release FILM-7B, a powerful 32K-context model.

Github Link: https://github.com/microsoft/FILM
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