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Background and Motivation

• In recent years, there has been an increasing number of large language models (LLMs) 
with varying parameter scales and vocabularies.

• However, although these models are different, they generally face a series of common 
optimization needs, such as instruction fine-tuning and unlearning. 
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Background and Motivation

Training LLM is expensive.

Raises the question: 
Is it possible to reuse the fine-
tuning effects of LLMs?
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Preliminaries

Can the fine-tuning effects be transferred between different LLMs?

The answer is yes, we regard the fine-tuning effects as the logits shifts before and after fine-tuning, 
and find that the fine-tuning effects are similar between different LLMs.
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Method

Given the observation that the logits shifts before and after fine-tuning in different 
LLMs are remarkably similar.
• We introduce a parameter-efficient, portable tiny language model designed to 

learn to alter the output logits of LLMs, which we call the “delta model”. 
• Sharing the delta model with other models could transfer the fine-tuning effect.



Method

Train the delta model to alter the logits of the LLM.
• Introduce a template LLM.
• During training, the template LLM is frozen, 

and the delta model is a tunable module that 
interacts with the template LLM.

• In the forward stage, the logits of the template 
LLM and the logits of the delta model are 
added together.
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Method

Share the delta model with other LLMs
The delta model interacts with other user LLM 
to achieve fine-tuning effects. During the 
forward stage, we add the logits from the user 
LLM and the delta model together for decoding.
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Method

Token mapping PM-MinED
When the vocabulary of the user LLM is different from 
the delta model, the PM-MinED strategy is introduced 
to find the corresponding relationship between tokens 
in the two vocabularies.
Take the "ultimate" in the user LLM vocabulary as an 
example:
• Find the candidate set [“ultimately”, “ult”, “ul”, “u”] 

in the delta model vocabulary that can be prefix-
matched with “ultimate”.

• Take out the token "ultimately" with the smallest 
edit distance from the candidate set.
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Experiments

We have conducted extensive 
experiments on instruction tuning 
and unlearning tasks, transferring 
the fine-tuning effects of Llama2-7b 
to models of different parameter 
scales and vocabularies, and 
achieved satisfactory results.



Conclusion

In this work, we have introduced CMC, which for the first time enables the transfer of fine-tuning 
effects between different models. Our code and models are publicly available, with the links below.

Github Link: https://github.com/wujwyi/CMC
Huggingface Link: https://huggingface.co/collections/wuqiong1/cross-
model-control-671e2565748faf685ebeccea

Thank you for your attention!!!
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