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Background and Motivation
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* Inrecent years, there has been an increasing number of large language models (LLMs)
with varying parameter scales and vocabularies.

* However, although these models are different, they generally face a series of common
optimization needs, such as instruction fine-tuning and unlearning.
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Preliminaries

logits shifts on Llama2-13b logits shifts on Mistral-7B
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(a) Logits shifs on LLAMA2-13B (b) Logits shifs on MISTRAL-7B
and LLAMA2-7B. and LLAMA2-7B.

Can the fine-tuning effects be transferred between different LLMs?

The answer is yes, we regard the fine-tuning effects as the logits shifts before and after fine-tuning,
and find that the fine-tuning effects are similar between different LLMs.



Method

Given the observation that the logits shifts before and after fine-tuning in different

LLMs are remarkably similar.

*  We introduce a parameter-efficient, portable tiny language model designed to
learn to alter the output logits of LLMs, which we call the “delta model”.

» Sharing the delta model with other models could transfer the fine-tuning effect.
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Share the delta model with other LLMs

The delta model interacts with other user LLM
to achieve fine-tuning effects. During the
forward stage, we add the logits from the user
LLM and the delta model together for decoding.
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Experiments

Table 1: Instruction tuning results on AlapcaEval (Win %). In cross-model control, all base models

incorporate the same delta model, which is trained using the LLAMA?2-7B as the template model.

Method | Params Add | LLAMA2-7B  LLAMA2-138  LLAMA2-70B  MISTRAL-7B
Vanilla Base Model - 4.22 5.34 11.55 6.83
LoRA (upper bound) 110M 68.18 75.16 OOM 79.91
: 8.47 10.47 8.59 -
Sy 2l (+4.25) (+5.13) (-2,96) :
30.41 39.04 49.81 33.29
CIC (ours) 1o (+26.19) (+31.51) (+38.26) (+26.46)

Table 2: Unlearning results on TOFU benchmark. All chat models incorporate the same delta model,

which is trained using the LLAMA2-7B-TOFU as the template model. Better scores are bolded.

Forget Set Retain Set Real Author World Fact
Method RL({) P{) TR{) RL() P(T) TR() RL P TR RL P TR
LLAMA2-7B-TOFU 0.99 099 051 098 099 048 093 045 058 087 043 0.56
+LoRA 0.01 0.00  0.77 071 075 048 088 051 0.68 088 046 0.60
+CMC (ours) 0.00 0.00 0.33 091 097 051 084 043 058 085 045 057
LLAMA2-13B-TOFU 1.00 1.00 046 099 1.00 053 08 051 0.67 08 046 0.62
+5-UNLEARNING 0.38 0.06  0.53 053 048 052 061 036 046 083 041 0.59
+LoRA 0.03 0.00  0.50 08 092 052 087 054 070 086 048 0.63
+CMC (ours) 0.00 0.00 0.29 097 099 055 077 049 065 083 047 0.65
MISTRAL-7B-TOFU 1.00 1.00  0.49 1.00 100 048 084 061 075 0.88 0.62 0.78
+LoRA 0.00 0.00 0.72 095 096 049 079 057 071 087 0.64 0.78
+CMC (ours) 0.00 0.00 0.30 099 099 051 073 062 075 086 0.63 0.77

We have conducted extensive
experiments on instruction tuning
and unlearning tasks, transferring
the fine-tuning effects of Llama2-7b
to models of different parameter
scales and vocabularies, and

achieved satisfactory results.



Conclusion

In this work, we have introduced CMC, which for the first time enables the transfer of fine-tuning

effects between different models. Our code and models are publicly available, with the links below.

Github Link: https://github.com/wujwyi/CMC
Huggingface Link: https://huggingface.co/collections/wugiongl/cross-
model-control-671e2565748faf685ebeccea

Thank you for your attention!!!
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