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Rethinking the knowledge in Transformers

Knowledge Neurons in Pretrained Transformers (ACL 2024)
WHAT DOES THE KNOWLEDGE NEURON THESIS HAVE TO DO WITH KNOWLEDGE? (ICLR 2024)

Knowledge Neuron ？

❑ Feed Forward Networks(FFN) stores enormous Knowledge

Editing the KNs is not enough to overturn the predictions (Niu et al., 2024)



Circuits in Transformer Structure

Towards Automated Circuit Discovery for Mechanistic Interpretability (NeurIPS 2023)



Knowledge Circuit Construction

Towards Automated Circuit Discovery for Mechanistic Interpretability (NeurIPS 2023)

1. View LM as a Directed acyclic graph (DAG)

2. Overwrite the activation value of an edge 
with a corrupted activation

3. Run a forward pass through the model, and
compare the output values of the new model 
with the original model.

4. Finally get the subgraph that contributes to 
the knowledge expression.

zero ablation in our experiments



Evaluation of the Identified Circuit

❑Experiment Results in GPT2-Medium



An identified circuit in GPT2-Medium

❑View the Information Flow in the Circuit

At layer 17, French becomes the token of top1 in the 
vocabulary space, and then its probability gradually increases.

Logit Lens:



Some special attention head in the circuit

① Mover Head：move the information at the subject position to the last token

② Relation Head：attend the relation token in the context

Summing Up The Facts: Additive Mechanisms Behind Factual Recall in LLMs (2024)



Internal Mechanisms for Knowledge Editing

❑What happened when we edit the model?



Internal Mechanisms for Knowledge Editing

- Finding 1: ROME add the information at subject position so the Mover Head extract the true answer

FT is prone to add the knowledge at the specific edit position



Internal Mechanisms for Knowledge Editing

ROME

L18H14

- Finding 2: The edited information will cause the mover head of other 

knowledge to select the wrong knowledge.



Conclusion and Discussion

1. We find some circuits in the pretrained model that are responsible for the storage 
and expression of specific knowledge.

2. Through the circuits, we make a preliminary exploration on the internal mechanism 
of knowledge editing method and some behavior like hallucination and icl.

 Conclusion

 Future Discussion

1. There are still some components in the discovered circuits need to interpret.
2. How does the LM utilize the circuit for reasoning?
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