
compositional PAC-Bayes:
generalization of GNNs with persistence and beyond

Kirill Brilliantov
ETH Zurich

Amauri H. Souza
Federal Institute of Ceará

Vikas K. Garg, 
YaiYai Ltd & Aalto University



motivation

TDA learning theory

Persistence Homology 
Dimension

Tolga Birdal et. al. 2021

?

GNN

TDA
|| MLP



overview of the contribution

main lemma
generalization of

- Neyshabur et. al. 2017
- Liao et. al. 2020

application to
- GNNs
- MLP
- TDA

compositional lemmas
- two models in parallel
- composition with MLP

corollary
GNNs with TDA

empirical evaluation
- strong correlation
- gen. bound-based 

regularizer for TDA



main lemma: PAC Bayes
simplified PAC-Bayes [Neyshabur et. al. 2017]

let 𝑓 : 𝒳🠖ℝ𝑘 be any model with parameters 𝒘 and let 𝓟 be a distribution over 
parameters, independent of the 𝒟.

then for any 𝛾, 𝛿 > 0 with probability at least 1 - 𝛿 over i.i.d. training set 𝒮 of size 𝑚 
drawn according to 𝒟, for any 𝒘 and any random perturbation 𝒖 ~ 𝓠(𝒘) 
such that ℙ(supx |𝑓(𝒙; 𝒘) - 𝑓(𝒙; 𝒘 + 𝒖)|∞ < ¼𝛾) > ½ w.r.t 𝓠 we have

generalization gap2 = 𝓞{ DKL(𝓠(𝒘) || 𝓟);  1 ⁄ m;  log (6m ⁄ 𝛿) }



main lemma
let 𝑓 : 𝒳🠖ℝ𝑘 be any model with parameters 𝒘 = vec{𝑊1, …, 𝑊𝑛 }; and
𝑇 > 0, 𝑆1, …, 𝑆𝑛 > 0 which may depend on 𝒘 and parameter-independent
𝐶1 > 0, 𝐶2 > 0, 0 < 𝜂1, …, 𝜂𝑛 < 1 s.t.

- we can upper bound supx | 𝑓(𝒙; 𝒘) |2 with 𝐶1, 𝑇
- for 𝒖 = vec{𝑈1, …, 𝑈𝑛} with || 𝑈𝑖 ||2 < 𝜂𝑖 𝑆𝑖 we can upper bound 

supx | 𝑓(𝒙; 𝒘) - 𝑓(𝒙; 𝒘 + 𝒖) |2 with 𝐶2, 𝑇, 𝑆𝑖, || 𝑈𝑖 ||2
- 𝑇 and 𝑆𝑖 are connected: we can upper bound the sum of 𝑆𝑖 with 𝑇
- 𝜂𝑖 and 𝐶1, 𝐶2 are connected: we can upper bound the min of 𝜂𝑖 with 𝐶1, 𝐶2 

then for any 𝛾, 𝛿 > 0 with probability at least 1 - 𝛿 over i.i.d. training set 𝑆 of size 𝑚 
drawn according to 𝒟 we provide generalization gap depending on 𝛾, 𝛿, 𝑛, 𝑚, 𝐶1, 
𝐶2, 𝑇, 𝑆𝑖, |𝒘|2, min of 𝜂𝑖. 



applying main lemma to MLPs, GNNs and PersLay

defining:

- 𝑇, 𝑆1, …, 𝑆𝑛 as spectral norms of weight matrices
- 𝐶1, 𝐶2; 𝜂1, …, 𝜂𝑛 according to perturbation analysis [Neyshabur et al. 2017; Liao et. al. 2020]

we can apply main lemma to MLPs and GNNs

for PersLay [Carrière et. al. 2020] we provide:
- perturbation analysis
- main lemma variables definition
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experiments



conclusion

- main lemma: general PAC-Bayes lemma
- can be applied to well-studied models
- can be applied to persistence homology
- can be applied to compositions

- empirical evaluation shows strong correlation

Thank you for attention!


