
VMamba: Visual State Space Model



In contrast to the self-attention 

mechanism, SS2D ensures that 

each image patch acquires 

contextual knowledge exclusively 

through a compressed hidden 

state computed along its 

corresponding scanning path.

Core-Idea: How to integrate RNN-like models into 2D vision tasks, while maintaining linear complexity?
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Architecture and Performance



Down-steam Tasks



Activation Map & ERF

The selective scan mechanism 

allows VMamba to accumulate

history along the scanning 

path, facilitating the 

establishment of long-term 

dependencies across

image patches. 



Different Scan patterns



Different Hyper-parameters

VMamba is robust across different initialization, 
activation, and learning rate.

It is important to choose an optimal combination of 
ssm-ratio, mlp-ratio, and layer numbers for 
constructing a model that balances effectiveness and 
efficiency.
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