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Background

• Class-Incremental Learning

① Learns continuously from a 
sequential data stream in 
which new classes occur 

② Perform multi-class 
classification for all classes 
observed so far

③ Computational requirements 
and memory footprint 
remain bounded
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Background

• Stability-Plasticity Dilemma

…
fine-tune

Sequential learning

Stability Degradation

If we fine-tune the model on 
new data, the decision boundary 
of the unified classifier is 
greatly changed and biased 
towards the new classes 

Sequential learning

Plasticity Degradation

If we fix the feature embedding 
space of a trained model, its 
generalization ability suffers thus 
performing poorly on new tasks 

frozen
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Motivation

• Conflicts between Old and New classes

Traditional Training:
① Divide up all the embedding in the 

base phase
② Deal with the conflicts after a new 

task comes in

Prospective Learning:
① Reserve space for unknown classes
② Make the newly coming class 

embedded in the reserved space
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Method

• Preemptive Embedding Squeezing (PES)
During the base phase (𝑡𝑡 = 0):
 Reinforce intra-class concentration 

and inter-class reserved separation:

 Optimize the model with CE loss:
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Method

• Prototype-Guided Representation Update (PGRU)

During the incremental phase (𝑡𝑡 > 0):
 Employs prototypes as proxies for past classes to 

embed new classes into appropriate space:

 PGRU loss:

 Align the current embedding space with the latent 
space:
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Experiment

• Average Incremental Accuracy
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Experiment

• Visualization

Highlight inter-class separation

Highlight intra-class concentration

Highlight overlap between 
old and new classes

Model with PRL:

 More clustered intra-class distributions

 More dispersed inter-class distributions
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Experiment

• Plasticity and stability analysis

Confusion matrix

The diagonal entries indicate correct classification
The non-diagonal entries indicate misclassification

Finetune: strong confusion on the last task

PASS: slightly biased toward recently learned tasks

NAPA-VQ: more accurate for the initial classes

PRL(Ours): higher average accuracy, more balanced 
performance on old and new classes
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Thank you !

https://github.com/ShiWuxuan/NeurIPS2024-PRL
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