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Key challenges

Training-based methods
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Guidance-based methods

High inference time
and GPU memory 4%
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Sensitive to guidance weights, needing to be
tuned per condition/loss type and per-image

Prone to artifacts from latents OOD, requiring
more diffusion steps @

Can we achieve controllable generation without training or guidance?




ur solution: Ctrl-X
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Training-free & guidance-free Multiple condition signals Lightweight and flexible
Simple plug-and-play method Structure & appearance control Any architecture and checkpoint




Key insight

t=961 t=941 ¢t=921 =901 ¢=881 t=801 t=781 t =501 t=21

Forward diffusion features contain sufficient structure information at very
early timesteps across modalities. Thus, we have semantic correspondence
between two images via self-attention QK 'without inversion.



Method overview
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Structure and appearance control
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Multi-subject controllable generation
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Multi-subject controllable generation




Prompt-driven conditional generation
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Structure a realistic photo ofa  a painting of a tiger Structure a photo of a railway a painting of a railway
bear and an avocado  looking at a large during sunset during the harsh
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Structure a video game pixel a photo of a Structure a photo of a Karate an embroidery of
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Prompt-driven conditional generation
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Structure acartoonofanevil  arough sketch ofa Structure a photo of a city a photo of ariver
goblin holding a kangaroo on top of intersection at night, during winter,

piece of gold a mountain bird’s eye view bird's-eye view
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holding a sword and Cyberpunk city Structure mechanical wolf ~ howling at the moon

shield in a river holding weapons howling in a cave



Higher-level conditions
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deo generation
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Inference efficiency

Method Training Base model Inference time (s) Peak GPU memory usage (GiB)
Cross-Image Attention X SD vl1.5 42.80 8.85
FreeControl X SDXL v1.0 378.89 44.34

Ctrl-X (ours) X SDXL v1.0 10.91 11.51




Qualitative evaluation

Natural image ControlNet-supported New condition

Self-sim | DINO-I1{  Self-sim| DINO-I1T Self-sim| DINO-I 1

Method Training

Uni-ControlNet v 0.045 0.555 0.096 0.574 0.073 0.506
ControlNet + IP-Adapter v 0.068 0.656 0.136 0.686 0.139 0.667
T2I-Adapter + IP-Adapter v 0.055 0.603 0.118 0.586 0.109 0.566
Cross-Image Attention X 0.145 0.651 0.196 0.510 0.175 0.570
FreeControl X 0.058 0.572 0.101 0.585 0.089 0.567
Ctrl-X (ours) X 0.057 0.686 0.121 0.698 0.109 0.676

User study: Average user preference

Method Training Result quality T  Structure fidelity T  Appearance fidelity T  Overall fidelity 1
Splicing ViT Features v 95% 87% 56% 18%
Uni-ControlNet v 86% 17% 96% T4%
ControlNet + IP-Adapter v 46% 61% 41% 50%
T2I-Adapter + IP-Adapter v 74% 53% 67% 58%
Cross-Image Attention X 95% 83% 83% 83%
FreeControl X 64% 48% 79% 74%
Ctrl-X (ours) X - - - -




A training-free and guidance-free method for structure
and appearance control of text-to-image generation
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