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Background

n Tables play a vital role in summarizing facts and quantitative data. 
The compact yet informative nature of tables makes them 
advantageous for various applications.

n However, many pioneering works have mainly centered on the 
specific subtask with various task-specific architectures.
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Motivation

n Leverage the generalizable knowledge of the LLMs for 
comprehensive visual table understanding.

n Two challenges
ü Discrepancy between the representation formats (two-dimensional 

structure VS. one-dimensional sequence).
ü Diverse image resolution (low resolution vision encoder VS. high resolution 

document images).
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Q: What is the weighted-
average  exercise price in 
outstanding ar December 

31, 2011?  

Table Detection Table Structure Recognition

Table Question Answering



Architecture

n Dual-visual encoders
ü High-resolution encoder: capture local-level fine-grained visual cues
ü Low-resolution encoder: embed global-level visual signals 

n Projectors
ü Align visual-textual embedding space 

n Meditative token
ü Adaptively aggregate different region of visual tokens
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Training Phase

n Pre-training
ü This phase guides the visual encoder to capture rich textual information 

and align the input space of the LLMs.
ü Tasks: text detection, text recognition, text localization, long text reading 

and image captioning

n Fine-tuning
ü Guide model to follow instructions to perform different visual table tasks
ü Tasks: table detection, table structure recognition, table querying, table 

question answering
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Table 1. Pre-training data statistics

Table 2. Fine-tuning data statistics



Experiment

n Quantitative results
ü
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Table 1. Table detection task Table 2. Table structure recognition task

Table 3. Table querying task
Table 4. Table question answering task



Experiment

n Qualitative results
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Dataset

n ComTQA
ü Data sources: PubTab1M + FinTabNet
ü Data statistic
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Thanks ！


