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L.earn a Task (Goal/Motion) from Demonstrations

Object
Rearrangement

Goal-Oriented Navigation




Task Representation

BC — Policy 7,

Requires learning a new policy model mimicking the demos

[RL. — Reward R,

Requires learning a reward model for the new task

In-Context — Trajectories {7}
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Training Tasks

highway intersection



I.earn a New Task from Few Demonstrations




I.earn a New Task from Few Demonstrations

Behavioral Cloning In-Context Learning



Few-Shot Task Learning through Inverse Generative Modeling

Given paired task representations ¢ ('I'> embeddings) and demonstrations 7

pick-and-place yellow pick-and-place yellow push yellow object to push yellow to orange
object on book object on table orange object around obstacle

and a few demonstrations of a new task 7
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Real-World Table-Top Manipulation Evaluation
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Generative Models Enable Generalization
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Few-Shot Task Learning through Inverse Generative Modeling

Formulate task learning from few demonstrations as

“Few-Shot Task Learning through Inverse Generative Modeling”

Adapt a method for inverting generative models to our

formulation — strong generalization

Extensively demonstrate applicability of approach
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