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1. Introduction: Motivation

Test-time Prompt Tuning learns and optimizes 
prompts from a continuous flow of unlabelled 
test samples during the inference stage.

Existing test-time prompt tuning methods 
tend to ‘forget’ the historical knowledge 
learnt from previous test samples when 
the prompts are continuously updated.



2. Method: HisTPT - Overview 

Knowledge Bank Construction: 
HisTPT features three types of knowledge 
banks, i.e., Local knowledge bank, Hard-sample 
knowledge bank, Global knowledge bank, for 
learning and memorizing up-to-date, difficult and 
representative knowledge from previous test 
samples. 

Adaptive Knowledge Retrieval Mechanism: 
HisTPT introduces an Adaptive Knowledge 
Retrieval Mechanism that enables adaptive 
retrieval of memorized knowledge for prediction 
regularization and prompt optimization of each 
test sample. 



3. Method: HisTPT – Quantitative Results 



4. Method: HisTPT – Ablation Studies



5. Method: HisTPT – Discussion

HisTPT improves the performance consistently across different weathers. 



6. Method: HisTPT – Qualitative Results 
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Thank you!


