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Overview of CulturePark

English data dominates LLMs‘ pre-training corpus, resulting in Western bias of the models where conflicts or even more severe 
incidents could happen when models fail in understanding non-Western cultures. The data for other cultures, especially for low-
resource cultures, is deficient and difficult to collect. 

Solutions: synthetic data for different cultures and train 
culturally specific models with those data.

• Communication triggers LLMs' cross-cultural understanding ability.
• Cultural differences boost novel opinions.

A cost-efficient multi-agent framework to boost the cross-cultural understanding in 
LLMs!

Content moderation Cultural alignment Cultural education

Our models outperformed GPT-4 on 5 cultures 
and approached GPT-4 on the remaining 3 
cultures, although the data for fine-tuning are 
generated by GPT-3.5-turbo, which is much 
worse than GPT-4. 

Our models outperform GPT-3.5 and 
GPT-4 by a large margin, indicating 
their excellent cultural alignment and 
cultural understanding abilities.

1. Participants learning with our models 
achieved better performance in cultural 
examination than those with GPT-4 in all 
cultures.
2. Participants are more satisfied with 
communicating with our models than GPT-4.
3. Many participants expressed that the 
responses from GPT-4 are vaguer.

Why CulturePark benefits fine-tuning?

Diversity gain vs. CultureLLM
Benefits of 

communication

• Our models outperform other models which fine-
tuned without communication.

• CulturePark can generate more diverse and high-
quality data.

Influence of cultural 
background and gender

It’s necessary to bring more 
diversity in data generation.

Fine-tuning vs. forgetting

CulturePark generally maintains 
or even improves performance 
on most benchmarks, including 
the 21 tasks in BBH.


