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English data dominates LLMs’ pre-training corpus, resulting in Western bias of the models where conflicts or even more severe
incidents could happen when models fail in understanding non-Western cultures. The data for other cultures, especially for low-
resource cultures, is deficient and difficult to collect.

Solutions: synthetic data for different cultures and train
culturally specific models with those data.
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communicating with our models than GPT-4.
3. Many participants expressed that the
responses from GPT-4 are vaguer.

A cost-efficient multi-agent framework to boost the cross-cultural understanding in
LLMs!

.| ) Opinion extraction from dialogues

' Abdul is an Arabian bay and Lily is an American girl, Abdul

' Strongly agree with the idea that One of my main goals in life

| has been to make my parents proud. All of Abdul’s statements

i should conform to the thinking. All of Lily’s statement should
conform to his culture —r

How do you think about "One of my main goals in life has been
|+ to make my parents proud®? Please provide your opinions and
reasons.”

1. The Arabdan beleves that in their culture,
family ties and respect for parents are of _.
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(b) Data refinement for fine-tuning
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CulturePark generally maintains
or even improves performance
on most benchmarks, including
the 21 tasks in BBH.

Our models outperform other models which fine-
tuned without communication.

e CulturePark can generate more diverse and high-
quality data.

It’s necessary to bring more
diversity in data generation.

(a) Cross-cultural dialogue dataset

« Communication triggers LLMs' cross-cultural understanding ability.
 Cultural differences boost novel opinions.




