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Background and Motivations
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BEV Map Segmentation Pipeline for Map Layout Estimation

GT BEVFusion

Lack of  Prior knowledge

Artifacts

Many challenges 
- Occlusion
- Low resolution 
- Unfavourable imaging 

conditions 

Leverage generative models 
to learn this prior knowledge 

How to align the PV 
features with the 
generative models to 
facilitate BEV map 
estimation 

Inaccurate dense BEV features 

Incoherent and Unrealistic results 



VQ-Map
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Results
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What Has the Codebook Embedding Learned?

All BEV patch images in the same column correspond to the same token. 



Results
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Surround-View Map Layout Estimation Result

Monocular Map Layout Estimation Result

Ablation Study

Computational overhead analysis 

VQ-Map establishes new state-of-the-art performance on camera-
based BEV semantic map layout estimation. 

As a PV-BEV alignment method, token classification is more effective than 
value regression. 

Our approach not only demonstrates strong performance, but also saves
much computational cost in comparison to the recent SOTA methods 
MapPrior and DDP.



Visualization
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GT BEVFusion DDP MapPrior VQ-Map

GT VPN PON GitNet TaDe VQ-Map



Conclusion
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A novel pipeline VQ-Map by aligning with the 
generative models using discrete BEV tokens 
for BEV Layout Estimation
⁃ VQ-Map gets new state-of-the-art performance on 

camera-based BEV semantic segmentation. 
⁃ The core components of our method are the 

codebook embedding constructed via vector 
quantization, serving as a bridge between PV and 
BEV. 

⁃ As a PV-BEV alignment method, token classification
is more effective than value regression. 
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