Hybrid RL breaks sample size barriers In linear MDPs
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« Study of how machines learn by doing.

» At time h, see state s,, take action a, ~ m,(s;,| - ) according to a policy, receive
reward (s, a,), see next state s, ~ P( - | s, a)).

o Offline RL;

« Study of how machines learn by watching.

. Given a dataset Y = {(s}(l”), a}E”), r]/(l”))f;’:l zlzl, learn a policy 7;, whose value V,’;’ S

close to optimal: V]ff — VZ <e.



This work

Learning from offline and online data lets you do better
than the minimax lower bounds in offline and online RL

Even with function approximation and without a good-quality offline dataset



Linear MDPs

Tractable function approximation

e Access to features of states and actions:

e ¢, (s,a) €I d

* Probabillity transitions and reward functions are linear functions of features.

 Why is this useful?

» Value function (how good a policy is) and Q-function (what happens if | take
action a now, and follow the policy after) are linear functions of the features.

* Can learn these via ridge regression!



Splitting the state-action space

» We consider partitions X U X, = X = [H] X & X & of the state-action space.

o Strategy: Bound the regret/error on each partition separately.

* Use the offline data for the offline partition, and online data for the online partition.

. Offline measure of learning complexity, ¢ ¢ = m}‘le l/ﬂdoff( - ”h(POffg/)h)(POf@h)T).
» Inverse of the d¢-th largest eigenvalue of the covariance matrix of the feature maps projected
down to the offline partition. By Kiefer-Wolfowitz, no worse than d.

* Online measure of learning complexity:

« Dimension of the online partition d_.., no larger than d.

on’



What we provide

Two algorithms

* [wo algorithms that do better than lower bounds for offline-only and online-only RL
* Online-to-offline approach:

* Use reward-agnostic exploration informed by the offline dataset to collect data with
good coverage, then do minimax-optimal offline RL on combined dataset.

* Better guarantee than minimax-optimal offline RL alone!
» Offline-to-online approach:

* |Include the offline dataset in the experience replay buffer of a minimax-optimal regret-
minimizing online RL algorithm.

* Better guarantee than minimax-optimal online RL alone!



Online-to-offline approach
The algorithm

Algorithm 1 Reward-Agnostic Pessimistic PAC Exploration-initialized Learning (RAPPEL)

1: Input: Offline dataset D,g, samples sizes N, Nog, feature maps ¢;,, tolerance parameter for reward-
agnostic exploration 7.

2. Initialize: D" « & Vhe [H], A = 1/H2, By = O(+/d).

3: for horizon h =1,..., H do

4: Run an exploration algorithm (OPTCOV, Wagenmaker and Jamieson (2023)) to collect covariates
A; such that

max @, (A + AL+ Aog.p) ' < 7.
PrED

=. end for Perform reward-agnostic exploration (informed by offline data) to collect data with good coverage

6: Output: 7 from running a pessimistic offline RL algorithm (LinPEVI-ADV+, Xiong et al. (2023)) with
hyperparameters A, 82 on the combined dataset D,g U {D;LN"“)} he[H]-

Then use offline RL to learn a policy from the combined offline+online dataset



Online-to-offline approach

The guarantee
e For any partitions X 55 U L gn = X = [H] X & X & of the state-action space.

* |f you run the exploration algorithm for enough iterations (burn-in cost), we get w.h.p:

H
, VE(s) = Vils) S Vd Z el s ap)ll g w1
h=1
H
. Better than the minimax-optimal offline RL rate \/;l Z = || (s, ap) yooi !
h=1 |

. VE(s) — VA(s) < \/ et AH3min { o HY N, + \/ d,, dH’min {d,,, H}/N,,

» Better than the upper bound of \/d2H4/NOff from minimax-optimal offline RL!



Offline-to-online approach
The algorithm

Algorithm 2 Hybrid Regression for Upper-Confidence Reinforcement Learning (HYRULE)

1: Input: Offline dataset D,g, samples sizes Non, Nog, feature maps ¢;. Regularization parameter A > 0,

confidence radii 3, 3, ﬁ, t1ast = 0. Estimate parameters from offline data
2: Initialize: For h € [H], estimate W1 , W1 4, Q1 1, Q1.h,01.1h,01 5 from Dyg, and assign X = g 5 =

Soft + AL =253 bnnoy , + AL

3: for episodest =1,...,7T do

4: Update optimistic and pessimistic weights w; 5, W, 5, for all h. Do variance-aware regret minimization
5: if there exists a stage h’ € [H| such that det (X 5/) = 2det (X;,,, »/) then

6: Update optimistic and pessimistic Q-functions Q; (s, a), ét,h(s, a), set tiast = t.
7 end if

8: for horizon h =1, ..., H do

9: Play action aﬁf) «— arg max, Qt,h(sg), a), receive reward r(t) next state ss:)rl

10: Estimate oy 1, 6¢. < max{osp, VH, 2d3H2H¢(s§f), (t))Hl/2 41, update 341 5.
11: end for
12: end for
13: Output: Greedy policy 7 = 7@7», Unif(n®@vx, ..., wQT:») for PAC guarantee.




Offline-to-online approach

The guarantee
e For any partitions X s U X on = £ = [H] X & X o of the state-action space.

* After a burn-in cost we get w.h.p:

. Reg(T) S &ﬂingﬂ (\/cgffH3T2/NOff + \/dOndH3T) .
on>*" off

« Better than the minimax-optimal online RL rate / d*H>T!

. VIK(S) o V{T(S) S int (\/CgffH3/Noff + \/dondH3/T> :
‘%ona‘%oﬁ

 Guarantee for error of learned policy via an online-to-batch conversion.



How was this done?

» Dimensional dependence sharpened from d to d, and c-

* Via projections onto online and offline partitions.

. H° dependence achieved by combining law of total variance and a novel
truncation argument.

* Average variance lower than worst-case variance, and by truncating we can
“Ignore” the worst-case variance on average.



Comparison with other work out there

Upper Bound Lower Bound
Offine (Exror) Va-Zi, e 16 (s, 1) s Va- i e 6 (s, an) g
< A/C*d2H4/No.g | (Xiong et al., 2023) > £/C*d2H?2/N,g | (Xiong et al., 2023)
ﬁ
Online (Regret) VA2H3T | (He et al., 2023) VA2H3T | (Zhou et al., 2021)
Result
Hybrid \/d2H7/N(Wagenmaker and Pacchiano, 2023)
(Online-to-offline Error) \/ Coft (Xog )dH 3 min{cog(Xog ), H}/Nog + \/ dondH3 min{d,, H}/Non (Alg. 1)
Hybrid C*\/d2H 5 Non (Song et al., 2023; Nakamoto et al., 2023)
(Offline-to-online Regret) \/ (C’ + Con(X))d3HS Ny, (Amortila et al., 2024)
\/Coﬂ‘ YJAH® N2, /Nog + V/dondH® Ny, (Tan and Xu, 2024)
| VCot (Xog ) 2dH3N2 /Nog + \/dondH3Non | (Alg. 2)

Table 2: Comparisons of our results to the best upper and lower bounds available, and existing results
for hybrid RL, in linear MDPs. The inequalities in the offline row hold when the behavior policy satisfies
C*-single policy concentrability. Often, offline data is cheaper or easier to obtain. When this happens,
Nogt » Nopn, and the second term (depending on N,, = T') dominates.



Performance of informed exploration

Reward-agnostic exploration more effective with offline data on Tetris

Coverage Over Feature Space, Reward-Agnostic Exploration
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Figure 1: Coverage achieved by OPTCOYV with 200 trajectories of offline data collected under a uniform and
an adversarial behavior policy, and with no offline data. Results averaged over 30 trials, with the shaded
area depicting 1.96-standard errors. Lower is better.



Performance of online-to-offline approach

Hybrid RL helps with learning from adversarial behavior policies on Tetris
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Figure 2: Value of policies learned by applying LinPEVI-ADV to the hybrid, offline, and online datasets,
with an adversarial behavior policy. The reward is negative as it is the negative of the excess height. Results
over 30 trials. Higher is better.



Performance of offline-to-online approach

Variance-aware regret-minimizing hybrid RL outperforms minimax-optimal online-only learning

Cumulative Regret Over Online Timesteps
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Figure 3: Comparison of LSVI-UCB++ and Algorithm 2. Results averaged over 10 trials, with 1-standard
deviation error bars over 10 trials.



Bottom line and further questions
Sharpest guarantees for hybrid RL in linear MDPs thus far

 We improve over online-only or offline-only RL, but not both at the same time.

. H’ dependence in offline RL is new, but with caveats on d dependence.
* High burn-in costs for both algorithms.

e Which is better rate-wise? Offline-to-online or online-to-offline? No clear
answer here.

* Further work on other function approximation while remaining statistically
efficient needed, linear only a first step.



