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 Kullback-Leibler (KL) Divergence Loss

ℒ𝐾𝐾𝐾𝐾 𝑥𝑥𝑚𝑚, 𝑥𝑥𝑛𝑛 = �
𝑗𝑗=1

𝐶𝐶

𝑠𝑠𝑚𝑚
𝑗𝑗 log

𝑠𝑠𝑚𝑚
𝑗𝑗

𝑠𝑠𝑛𝑛
𝑗𝑗

Assume 𝑥𝑥𝑚𝑚, 𝑥𝑥𝑛𝑛 ∈ 𝑋𝑋, the KL loss encourages outputs consistency:

where 𝑜𝑜𝑚𝑚, 𝑜𝑜𝑛𝑛 are logit outputs, 𝑠𝑠𝑚𝑚, 𝑠𝑠𝑛𝑛 are softmax scores.

 Definition
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 Kullback-Leibler (KL) Divergence Loss

 Application
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 Kullback-Leibler (KL) Divergence Loss

 Gradient Optimization

𝜕𝜕ℒ𝐾𝐾𝐾𝐾
𝜕𝜕𝑜𝑜𝑚𝑚

= �
𝑘𝑘=1

𝐶𝐶

((∆𝑚𝑚𝑗𝑗,𝑘𝑘 − ∆𝑛𝑛𝑗𝑗,𝑘𝑘) ∗ (𝑠𝑠𝑚𝑚𝑘𝑘 𝑠𝑠𝑚𝑚
𝑗𝑗 ))

𝜕𝜕ℒ𝐾𝐾𝐾𝐾
𝜕𝜕𝑜𝑜𝑛𝑛

= 𝑠𝑠𝑚𝑚
𝑗𝑗 ∗ 𝑠𝑠𝑛𝑛

𝑗𝑗 − 1 + 𝑠𝑠𝑛𝑛
𝑗𝑗 ∗ (1 − 𝑠𝑠𝑚𝑚

𝑗𝑗 )

where ∆𝑚𝑚𝑗𝑗,𝑘𝑘 = 𝑜𝑜𝑚𝑚
𝑗𝑗 − 𝑜𝑜𝑚𝑚𝑘𝑘  and ∆𝑛𝑛𝑗𝑗,𝑘𝑘 = 𝑜𝑜𝑛𝑛

𝑗𝑗 − 𝑜𝑜𝑛𝑛𝑘𝑘
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 Decoupled Kullback-Leibler (DKL) Divergence Loss

Theorem 1. From the perspective of gradient optimization, the KL Divergence 
loss is equivalent to the following DKL Divergence loss when 𝛼𝛼 = 1 and 𝛽𝛽 = 1.

where S ⋅  means stop gradients operation, smT is the transpose of 𝑠𝑠𝑚𝑚, ∆𝑚𝑚𝑗𝑗,𝑘𝑘 = 𝑜𝑜𝑚𝑚
𝑗𝑗 −

𝑜𝑜𝑚𝑚𝑘𝑘  and ∆𝑛𝑛𝑗𝑗,𝑘𝑘 = 𝑜𝑜𝑛𝑛
𝑗𝑗 − 𝑜𝑜𝑛𝑛𝑘𝑘, summation is used for reduction of || ⋅ ||2. 

ℒ𝐷𝐷𝐷𝐷𝐷𝐷 𝑥𝑥𝑚𝑚, 𝑥𝑥𝑛𝑛 =
𝛼𝛼
4 || 𝑆𝑆 𝑤𝑤𝑚𝑚 (∆𝑚𝑚 − 𝑆𝑆(∆𝑛𝑛))||2 − 𝛽𝛽 ⋅ 𝑆𝑆 𝑠𝑠𝑚𝑚𝑇𝑇 log 𝑠𝑠𝑛𝑛

weighted MSE (wMSE) Cross-Entropy
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 Decoupled Kullback-Leibler (DKL) Divergence Loss
 Significance of DKL Loss
 Theorem 1. precisely reveals the relationships between KL, MSE, and Cross-

Entropy losses
 The gradients regrading 𝑜𝑜𝑚𝑚 and 𝑜𝑜𝑛𝑛 are asymmetric
 The component of wMSE depends on sample-wise prediction scores which 

might suffer from biases.

ℒ𝐷𝐷𝐷𝐷𝐷𝐷 𝑥𝑥𝑚𝑚, 𝑥𝑥𝑛𝑛 =
𝛼𝛼
4 || 𝑆𝑆 𝑤𝑤𝑚𝑚 (∆𝑚𝑚 − 𝑆𝑆(∆𝑛𝑛))||2 − 𝛽𝛽 ⋅ 𝑆𝑆 𝑠𝑠𝑚𝑚𝑇𝑇 log 𝑠𝑠𝑛𝑛

weighted MSE (wMSE) Cross-Entropy
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 Decoupled Kullback-Leibler (DKL) Divergence Loss
 Improvements of DKL Loss

�𝑤𝑤𝑦𝑦
𝑗𝑗,𝑘𝑘 = 𝑠̅𝑠𝑦𝑦

𝑗𝑗 ∗ 𝑠̅𝑠𝑦𝑦𝑘𝑘 , where y is ground-truth label of 𝑥𝑥𝑚𝑚, 𝑠̅𝑠𝑦𝑦 = 1
|𝑋𝑋𝑦𝑦|

∑𝑥𝑥𝑖𝑖∈𝑋𝑋𝑦𝑦 𝑠𝑠𝑖𝑖

ℒ𝐷𝐷𝐷𝐷𝐷𝐷−𝐾𝐾𝐾𝐾 𝑥𝑥𝑚𝑚, 𝑥𝑥𝑛𝑛 =
𝛼𝛼
4 || 𝑆𝑆 𝑤𝑤𝑚𝑚 (∆𝑚𝑚 − ∆𝒏𝒏)||2 − 𝛽𝛽 ⋅ 𝑆𝑆 𝑠𝑠𝑚𝑚𝑇𝑇 log 𝑠𝑠𝑛𝑛

weighted MSE (wMSE) Cross-Entropy

ℒ𝐼𝐼𝐼𝐼𝐼𝐼 𝑥𝑥𝑚𝑚, 𝑥𝑥𝑛𝑛 =
𝛼𝛼
4 || 𝑆𝑆 �𝒘𝒘𝒎𝒎 (∆𝑚𝑚 − ∆𝒏𝒏)||2 − 𝛽𝛽 ⋅ 𝑆𝑆 𝑠𝑠𝑚𝑚𝑇𝑇 log 𝑠𝑠𝑛𝑛

weighted MSE (wMSE) Cross-Entropy

Introduce global information on wMSE

Symmetric gradients on 𝑜𝑜𝑚𝑚 and 𝑜𝑜𝑛𝑛
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 Experimental Results

New state-of-the-art on Auto-Attack benchmark
 Adversarial Training
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 Experimental Results
 Knowledge Distillation

Competitive performance on knowledge distillation
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