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Introduction and Motivation

General Federated Learning Concept (Federal AI, 2023)

• Background: Federated Learning (FL) allows collaborative model training while 

keeping data decentralized, crucial for privacy in fields like healthcare and finance

• Challenge: Non-IID data across clients leads to slow convergence and 

inconsistent performance, making it difficult for global models to generalize

• Problem Formulation

In Federated Learning, each client 𝑖 has a private dataset 𝐷𝑖 and optimizes a local 

model 𝑤𝑖 by minimizing the local loss function:
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To build a global model, FedAvg (McMahan et al., 2017) aggregates the local models 

using weighted averaging:
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where 𝑁 = ∑𝑖=1
𝑛 𝐷𝑖 is the total sample count across all clients.

• Solution (FedGMKD): We propose FedGMKD, which integrates Cluster Knowledge 

Fusion (using Gaussian Mixture Models) and Discrepancy-Aware Aggregation. 

This framework improves model performance by prototype-based  distillation 

knowledge without relying on public datasets and enhances both local and global 

accuracy across diverse data distributions.

Federated Learning with IID and Non-IID data distribution

• Federal AI. (2023, October 4). Unveiling the dynamics of skin cancer detection with federated learning. 

Medium. https://medium.com/@federalai/unveiling-the-dynamics-of-skin-cancer-detection-with-federated-

learning-f25b590137a7

• McMahan, Brendan, et al. "Communication-efficient learning of deep networks from decentralized 

data." Artificial intelligence and statistics. PMLR, 2017.

https://medium.com/@federalai/unveiling-the-dynamics-of-skin-cancer-detection-with-federated-learning-f25b590137a7
https://medium.com/@federalai/unveiling-the-dynamics-of-skin-cancer-detection-with-federated-learning-f25b590137a7


Methodology
Cluster Knowledge Fusion (CKF)

• CKF utilizes Gaussian Mixture Models (GMM) to generate prototype features and soft predictions for each class of each 

client.

• This method clusters client data to create representative prototypes without relying on a public dataset, preserving data 

privacy while handling non-IID data effectively

• Feature Extraction and Prediction
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• Responsibility Calculation & Prototype Feature and Prediction Calculation
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• Class-Level CKF for Client 
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Flow diagram demonstrating the computation of Cluster 

Knowledge Fusion (CKF) in Federated Learning



Methodology
Discrepancy-Aware Aggregation Technique (DAT)

• DAT evaluates the quality of client data and weights client contributions based on both the quality and quantity of data

Flow diagram demonstrating the computation of 

Discrepancy-Aware Aggregation Technique (DAT) in 

Federated Learning

• Initial Weight Calculation
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• KL Divergence for Discrepancy Calculation & 

Final Weight Adjustment
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• Global CKF Aggregation
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Flow diagram of overall FedGMKD framework 
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Experiments and Results
Experiment Settings

• Datasets: SVHN, CIFAR10, CIFAR100

• Model Architecture: ResNet-18 architecture

• Federated Setup: 

a. Experiments conducted with varied numbers of clients (e.g., 10, 20, 50) to assess scalability

b. Each client trained for 3 local epochs per communication round

c. Total of 50 rounds to achieve convergence and assess global model performance



Impact of Model Complexity and 

Multi-Modality Performance

• FedGMKD demonstrates resilience with complex models like 

ResNet-50, leading all methods despite federated learning’s 

communication and convergence constraints.

• FedGMKD is effective across data modalities, excelling in both 

vision and NLP tasks, highlighting its versatility in federated 

learning

FedGMKD Convergence Analysis

• FedGMKD Convergence
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• FedGMKD Convergence Rate

𝐹 𝐖𝑅 − 𝐹∗ ≤
𝐶1
𝑅
+ 𝐶2

• 𝑅 : The total number of global communication rounds.

• 𝑛 : The number of clients participating in federated learning.

• 𝑤𝑖
′ : The weight assigned to each client 𝑖, reflecting a combination of data quantity

and data quality contributions.

• 𝔼 ∇𝐹𝑖 𝑤𝑖
𝑟 2

: The expected value of the squared gradient norm, representing
the optimization state of the local model 𝑤𝑖.

• 𝐹 𝑊1 : The loss function value of the initial global model.

• 𝐹∗ : The theoretical lower bound of the loss function.

• 𝜂 : The learning rate.

• 𝜎2 : The variance of the gradient, which indicates uncertainty due to data
heterogeneity during training.

• L: The Lipschitz constant, constraining the gradient′s rate of change.

• 𝐺 : The maximum gradient value, used to control the gradient′s fluctuation range.

• 𝐹 𝑊𝑅 : The loss function value of the global model after 𝑅 rounds.

• 𝐹∗ : The theoretical lower bound of the loss function.

• 𝐶1, 𝐶2 : Constants dependent on gradient variance 𝜎2 , Lipschitz constant (𝐿), 

learning rate (𝜂), and the number of local steps.



Thank you !
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