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What are Unlearnable Examples?

Def. Unlearnable Examples (UEs, or “availability attacks”): manipulate the training data to prevent machine learning 

models from illegally learning useful representations.
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Challenges of UEs in Image Segmentation

I.  Data Efficiency Challenge: Effective UEs should be crafted based on a small number of images rather than existing 

large-scale image segmentation datasets.  

II.  Generation Efficiency Challenge : Effective method should be able to craft UEs directly without the need to optimize for 

each image . 

III.  Transferability Challenge: The UE generation method should stay effective when transferred to protect different 

downstream tasks and datasets.



Proposed Unlearnable Segmentation Pipeline
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Proposed Unlearnable Segmentation Pipeline
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 Generative and interactive

 Instead of label information, requires only the mask prompt to protect the object.

 Can be finetuned on a small-scale dataset to achieve reasonable protection performance. 



The UnSeg Framework
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 Unlearnable Noise Generator: 

 Training the Unlearnable Noise Generator: 

 Training Stability



Evaluation Summary
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UnSeg is…

 More effective than random noise and synthetic noise. 

 More effective on mainstream image segmentation tasks. 

 Effective on downstream related vision tasks. 

 Resistant to Potential Defenses. 

 Effective when mixed with clean data. 



Thank you!
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See the paper 

for more details!
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