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Experts can observe and know more than the agent.
Pure imitation leads to sub-optimal policies in such scenarios.
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Motivating Example: A Personalized Al Teacher
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Our Decision-Making Setting

Markov Decision Process (MDP): M =(SAT,R H, p,u")
State S

Actions A

Transition Function T: S X A X C—AS
Reward Function R:S§ X A X C— AR
Horizon H

Episodes L

Initial State Distribution p € AS
Distribution of Unobserved Factors c~u"

(tixed distribution over learning styles)



Goal
Minimize the Bayesian Regret:

L
Reg = Ec_yr | ) Velm) = Ege_pe Vo]

t=1
H
Value Function: V.(m) = E ZT‘hl T, C
h=1
Optimal Policy: T, = argmaxgenVe (1)

History-Dependent Policies: pl, ....,pteA(TD)



Methodology: Experts-as-Priors (ExPerior)
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ExPerior (Step 1): Experts Generate Demonstrations

We assume experts can observe the “unobserved” factors and are near-optimal (noisily-rational).

H
VseS,a€eAceC(: pE(a | s; c) X exp{ﬁ.QZC(s,a)} where Qg(sla) = Z rh,lsh =s,a, = Q,T,C
h'=h
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ExPerior (Step 2): Infer a Prior Distribution over Unobserved Contexts
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ExPerior (Step 2): Infer a Prior Distribution for Unobserved Factors
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ExPerior (Step 2): Infer a Prior Distribution for Unobserved Factors

Step 2: Learning

. Trajecto
the Prior Parametric or e ] ty
Prior or UmE

|
|
|
Max Entropy : Tg = (81,41, S2, A2, ) SH) AHy SH41)
|
|
|

Marginal likelihood of from expert dataset

Step 1: Expert
Demonstrations

Pg(tg; 1) = Ecpr [0(51) Hg:l pe(aplsy ; ¢) T(spialsh, an; C)]
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ExPerior (Step 2): Infer a Prior Distribution for Unobserved Factors

Step 2: Learning

the Prior Parametric or Her
Prior or UmE

|
|
|
Max Entropy :
|
|
|
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%85 Contextual Variables (Goals)

Trajectory
Tg = (Slia11521a2! "'!SHraHiSH+1)

Marginal likelihood of from expert dataset

Pe(tg; ) = Ecpr [0(51) HZI=1 pe(aplsy ; ¢) T(spialsh, an; C)]
Parametric Prior: Maximum marginal likelihood

Ug* € argmin z —log Pr(7; 1g)

Teexpert data



ExPerior (Step 2): Infer a Prior Distribution for Unobserved Factors
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ExPerior (Step 2): Infer a Prior Distribution for Unobserved Factors
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Trajectory
Tg = (Slia11521a2! "'!SHraHiSH+1)

Marginal likelihood of from expert dataset

Pg(tg; 1) = Ecpr [0(51) Hg:l pe(aplsy ; ¢) T(spialsh, an; C)]

What if there is no existing knowledge of the
parametric form of the prior?

Choose the Maximum-Entropy Prior.



ExPerior (Step 2): Infer a Prior Distribution for Unobserved Factors
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ExPerior (Step 2): Infer a Prior Distribution for Unobserved Factors
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ExPerior (Step 2): Infer a Prior Distribution for Unobserved Factors

Step 2: Learning : . . . . . i
. The high-probability set of all plausible prior distribution

the Prior Parametric or Her
Max Entropy {
Prior or UmEg!

| P(e) = {.U; Dk1 (pE”PE(TE; .U)) < 8}

# Contextual Variables (Goals) Pz = {(s,a, s), .. }:
P ————TeR

Step 1: Expert
P(¢) is convex! Solve using Fenchel’s duality theorem.

Demonstrations

Choose the Maximum-Entropy Prior.
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ExPerior (Step 3): Exploration with Posterior Sampling

Step 2: Learning Step 3: Reinforcement

Learning

the Prior Parametric or ]
Max Entropy Her Algorithm

Prior or UmE! Prior/PosteriorJ C~ Ume (|history)
' or ¢~ Ume (c]history)

_ 4 Bayesian
# Contextual Variables (Goals) D= = {(s,a, $),..} Agent
Step 1: Exp.ert Update a~ g (|s)
Demonstrations
Environment
History <

Goal (Unobserved Contextual Variable)

e{[F,[r,...,lr}

% Contextual Variables (Goals)

204 Contextual Variables (Goals)




Experiments and Implications



Bandit Experiments — Bernoulli Multi-Armed Bandit
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Additional Experiments — MDPs and Partially Observable MDPs

® Deep Sea Environment (MDP)

Average Reward
o =
(94 o

o
o

= Naive Boot-DQN = ExPerior-MaxEnt (Ours) = ExPerior-Param (Ours) ~ ExXxPLORe
B
1000 2000 0 1000 2000 0 1000 2000 0 1000 2000
Episodes, T'




Additional Experiments — MDPs and Partially Observable MDPs

® Frozen Lake Environment (POMDP)

Fixed # Hazard = 9 Fixed3 =1
B =0.1 g=1 g=25 f=10 | #Hazard=2 #Hazard=5 #Hazard=7 #Hazard=9
(POMDP)

ExPerior-MaxEnt -22.58 +1.17 6.00 £0.00 358 +0.89 1.62+1.85 | 1147+0.52 5.71 £ 0.67 6.00 = 0.00 6.00 = 0.00
ExPerior-Param -23.32 +0.69 -431+1.80 5.27+051 6.00+0.00 | 12.00 + 0.37 2.11 +1.41 542+040 -431+1.80
Naive Boot-DQN -23.32 + 0.69 -23.32 + 0.69 -23.32 + 0.69 -23.32 + 0.69| -14.36 £ 5.88 -20.57 £291 -20.39+1.75 -23.32 4+ 0.69

ExPLORe 599 +£0.00 6.00+0.00 6.00+0.00 6.00+0.00 -30.68+12.40 -10.64 £+ 16.64 -13.00 £ 19.00 6.00 £ 0.00
Optimal 6.00 £0.00 6.00£0.00 6.00+£0.00 6.00£0.00 | 12.00+0.37 6.53 = 0.31 6.00 £0.00 6.00 £ 0.00
(MDP)

ExPerior-MaxEnt -23.36 + 1.26 1226 +0.29 12.68 +£0.03 12.71 +£0.03 | 13.02+0.18 12.78 +0.11 12.78 +0.06 12.26 + 0.29
ExPerior-Param -25.53 +2.35 12.64 +0.08 12.70 +£0.03 12.68 £0.03| 13.00£+0.18 1278 +£0.12 12.73+0.07 12.64 £ 0.08
Naive Boot-DQN -23.32 +0.69 -23.32 + 0.69 -23.32 + 0.69 -23.32 £ 0.69| -14.39 +£5.22 -2099 +£2.86 -20.39+1.75 -23.32+0.69
ExPLORe 11.74 £ 041 11.75+0.63 1196+ 0.28 12.3+0.22 |-113.84 £ 17.50 -54.89 + 13.75 -10.00 =7.60 11.75 £ 0.63

Optimal 1271 +£0.03 12.71+£0.03 1271 £0.03 1271 £0.03| 13.02+£0.18 1278 £0.11 1276 £0.06 12.64 4 0.03




Conclusion and Implication

e ExPerior provides a principled approach to combining offline prior data with online

learning under unobserved heterogeneity in general decision-making settings.
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Conclusion and Implication

e ExPerior provides a principled approach to combining offline prior data with online

learning under unobserved heterogeneity in general decision-making settings.

data =——> (max-entropy) prior distribution == posterior sampling

® Our work opens new directions for more complex open-ended decision-making tasks,

such as personalized adaptation of large language models.
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