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Introduction

What’s In-context learning (ICL)?

Dong Q, Li L, Dai D, et al. A survey for in-context learning[J]. arXiv preprint arXiv:2301.00234, 2022.
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One intuition is to think of it as an implicit gradient update.

Dual view

Fine-tuning: explicit gradient update

ICL: implicit gradient update

Dai D, Sun Y, Dong L, et al. Why can gpt learn in-context? language models secretly perform gradient 

descent as meta optimizers[J]. arXiv preprint arXiv:2212.10559, 2022.

Introduction
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One intuition is to think of it as an implicit gradient update.

Von Oswald J, Niklasson E, Randazzo E, et al. Transformers learn in-context by gradient descent[C]//International 

Conference on Machine Learning. PMLR, 2023: 35151-35174.

Linear attention setting

Specific weight construction

Introduction
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The drawbacks of existing methods:

(i) Interpret ICL as implicit fine-tuning: 

• This comparison is a formal resemblance and specific details are ambiguous;

• ICL is unsupervised, whereas fine-tuning is a supervised process;

(ii) The ability to implement the gradient descent algorithm:

• Specific tasks (linear regression), specific weight constructions

Introduction

Can we relate ICL to gradient descent:

• under the softmax attention setting, rather than the linear attention setting

• without assuming specific constructions for specific tasks



Connecting Softmax Attention with Kernels
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The Gradient Descent Process of ICL
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The Gradient Descent Process of ICL
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Forward perspective: Backward perspective: 



The Gradient Descent Process of ICL
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Left Part: The representation learning process for the ICL inference by one attention layer. Remaining Part: 

Comparison of the ICL Representation Learning Process (Center Left), Contrastive Learning without Negative 

Samples (Center Right), and Contrastive Kernel Learning (Right).

Chen X, He K. Exploring simple siamese representation learning[C]//Proceedings of the IEEE/CVF conference on computer 

vision and pattern recognition. 2021: 15750-15758.

Esser P, Fleissner M, Ghoshdastidar D. Non-Parametric Representation Learning with Kernels[C]//Proceedings of the AAAI 

Conference on Artificial Intelligence. 2024, 38(11): 11910-11918.



Generalization Bound
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Generalization Bound of the dual gradient descent process for ICL



Attention Modification
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Attention Modification Inspired by the Representation Learning Lens

For example, we can take

He J, Zhou C, Ma X, et al. Towards a unified view of parameter-efficient transfer learning. ICLR 2022

(Parallel Adapter)

For different tasks, the augmentation approach should be specifically designed to adapt 

them.



Attention Modification
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Attention Modification Inspired by the Representation Learning Lens



Experiment results
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The performance for regularized models (Left), augmented models (Center) 

and negative models (Right) with different settings.



THANK YOU！
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