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Multi-Objective Alignment of LLMs 

● Alignment of Large Language Models (LLMs)
○ Target: Generating high-quality responses that align with human expectations and values;

○ Objectives: Maximizing reward values modelled by human/LLM preference data;

○ Practices: RLHF, Direct Preference Optimization…

● Multi-objective (MO) Alignment
○ Fact: Heterogeneous human expectations make scalar supervisions inefficient;

○ MO alignment simultaneously aligns multiple objectives (e.g. The 3H goals);

○ Practices: MORLHF, MODPO, RiC…

● Current Challenges of MO Alignment
○ Require repetition of high-cost alignment algorithms for each newly-introduced policy model;

○ Poor generalizability

■ Statically aligned on pre-determined objectives;

■ No efforts in expanding and evaluating their capabilities on unseen objectives



MetaAligner

● MetaAligner: the first policy-agnostic and generalizable method for multi-

objective preference alignment
○ Dynamic objectives reformulation algorithm reorganizes traditional alignment datasets into 

dynamic-objective alignment dataset;

○ Conditional weak-to-strong correction aligns the weak outputs of policy models to approach 

strong output;

○ Generalizable inference flexibly adjusts target objectives by updating their text descriptions in 

the prompts.



Model Overview



Dynamic Objectives Reformulation

⚫ Construct a dynamic multi-objective dataset;
⚫ Triggers MetaAligner’s ability for flexible adjustment of 

alignment objectives.

⚫ We use the following prompting template:

⚫ Advantages:
⚫ Instance-level alternation of the target objectives enables 

flexible alignment;

⚫ Mutual alignment fully leverages the supervision information;

⚫ Reward-free alignment avoids complicated preference-to-

reward mapping.



Conditional Weak-to-Strong Correction

● An SFT-based training objective:

● Advantages:

● Computation resources is detached from policy model size;

● Works via policy model outputs, allowing training and inference 

on close-source policy models.

○ Three-step Model Training:

■ Warming up;

■ Equal-preference alignment;

■ Contrastive-preference alignment.



Generalizable Inference

● Manipulate the target objectives by adjusting combinations of text 

descriptions in the objective set.

● Flexible adjustment of text descriptions for existing objectives and 

injections of unseen objectives.



Experimental Results



Experimental Results
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