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Motivation
• Can we undertake task-specific adaptation to further enhance pathology visual-language 

foundation model?

• The features extracted by the image encoder of a pathology VLM can include both task-
relevant information and task-irrelevant elements.

• We present Concept Anchor-guided Task-specific Feature Enhancement (CATE), an 
adaptable paradigm that can boost the expressivity and discriminativeness of pathology 
foundation models for specific downstream tasks.
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Overview
• Objective: Obtain the enhanced task-specific feature set 𝐳 from the original feature 𝐱 with 

the guidance of pre-extracted concepts anchors 𝐜.

• Task-specific concept anchors are generated by the text encoder of pathology VLM with 
prompt p, including class-specific concepts (e.g., subtyping classes) and class-agnostic 
concepts (e.g., adipose, connective, and normal tissues).



Concept-guided Information Bottleneck (CIB)
The mutual information between the representative subset of the original feature set and the 
corresponding enhanced feature set can be decomposed into Predictive Information and 
Superfluous Information.

• The predictive information can be maximized by maximizing the InfoNCE mutual information 
lower bound.

• The superfluous information can be minimized by utilizing Variational Information 
Bottleneck  to minimize the mutual information between original feature set and 
corresponding enhanced feature set.
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Concept-Feature Interference (CFI)
• Calculate the cosine similarity between each CIB encoded feature 𝜶𝑖 and each class 

specific concept 𝒄𝑖𝑐𝑠.
• A SNN layer is utilized to encode the similarity vector to interference vector 𝜷𝑖 to be aligned 

with the calibrated feature 𝜶𝑖.

• The overall training objective can be represented as the combination of the cross entropy 
loss ℒ𝐶𝐸, the predictive information maximization loss ℒ𝑃𝐼𝑀, and the superfluous information 
minimization loss ℒ𝑆𝐼𝑀.
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Experiments
• We selected several sites as IND data (in-domain, the testing and training data are from the 

same sites) and used data from other sites as OOD data (out-of-domain, the testing and 
training data are from different sites), and reported the testing performance on both IND and 
OOD data.



Visualization
• Attention heatmap comparisons reveal that CATE-MIL focuses more intensely on cancerous 

regions, with a clearer delineation between high and low attention areas.
• The enhanced similarity in cancerous regions is significantly higher than in original features.
• CATE could effectively align features with task-relevant concepts and enhance task-relevant 

information.
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Thank You!


