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Background

➢ Surface Parameterization

➢ 3D surface → opened & unfolded & flattened → 2D plane

➢ Each 3D vertex (x, y, z) is mapped to a 2D UV coordinate (u, v).

➢ Satisfy certain continuity and distortion constraints. 



Background

➢ Objectives

➢ High requirements and explicit constraints:

➢ Mimic the actual physical process of flattening a 3D surface onto a 2D plane.  

❑ Global Mapping (Instead of Local)

❑ Free Boundary (Instead of Fixed)

❑ Conformal (Angle-Preserving)



➢ Geometrically-Interpretable Network Components

➢ Deforming Network (Deform-Net)

❑ Deform initial 2D grids to potentially-optimal UV coordinates.

➢ Wrapping Network (Wrap-Net)

❑ Fold from 2D to 3D.

➢ Surface Cutting Network (Cut-Net)

❑ Find cutting seams → highly-developable 3D surface manifold

➢ Unwrapping Network (Unwrap-Net)

❑ Unfold from 3D to 2D.
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➢  Bi-Directional Cycle Mapping

Jointly Optimize Two Branches

Opposite Mapping Direction
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➢  Bi-Directional Cycle Mapping

2D → 3D → 2D

3D → 2D → 3D
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➢ Unsupervised Optimization Objectives
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➢  Bi-Directional Cycle Mapping

Extraction of Cutting Seams
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➢ Our Results

UV Coordinates

Checker-Image 
Texture Mapping

Cutting Seams
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➢ Mesh Parameterization: Comparison with SLIM[R1]

➢ [R1] M. Rabinovich, et al., “Scalable Locally Injective Mappings,” in ACM Transactions on Graphics, 2017.
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➢ Point Cloud Parameterization: Comparison with FBCP-PC[R2]

➢ [R2] G. P. Choi, et al., “Free-Boundary Conformal Parameterization of Point Clouds,” in Journal of Scientific Computing, 2022.
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➢ Robustness to Noise

Experiments

➢ Failure Case

➢ Stress Test

➢ Running Efficiency
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