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Tricky Problem with making LLMs safe

Despite progress towards aligning LLMs towards particular behavioural policies… 
Safe behaviour can be easily circumvented:

- Jailbreaks [1]
- Backdoors [2]
- Fine-tuning [3]

[1] Zou, A., Wang, Z., Kolter, J. Z., & Fredrikson, M. (2023). Universal and transferable adversarial 
attacks on aligned language models.
[2] Hubinger, E., Denison, C., Mu, J., Lambert, M., Tong, M., MacDiarmid, M., ... & Perez, E. (2024). 
Sleeper agents: Training deceptive llms that persist through safety training.
[3] Qi, X., Zeng, Y., Xie, T., Chen, P. Y., Jia, R., Mittal, P., & Henderson, P. (2023). Fine-tuning aligned 
language models compromises safety, even when users do not intend to!
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Harmful Training Attacks

From an initial model                take train steps to find the parameters that minimize the 
language modeling objective on harmful samples using gradient descent.

Train Steps are the Attackers budget [7,8]

[7] Rosati, D., Wehner, J., Williams, K., Bartoszcze, Ł., Batzner, J., Sajjad, H., & Rudzicz, F. (2024). Immunization against harmful fine-tuning attacks.
[8] Henderson, P., Mitchell, E., Manning, C., Jurafsky, D., & Finn, C. (2023, August). Self-destructing models: Increasing the costs of harmful dual uses of foundation models. 3



Our Goal: Training Dynamics View

Loss Landscape

Harmful 
Minimum 

Paths are Training Trajectories taken 
by Gradient Descent Steps

Harmful Training:

Place parameters such that 
successful fine-tuning is unlikely
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We want a minimizer of the transition probability

Proof Sketch: 

(1) Minimizing information between input tokens X and representations of these Z means a greater 
distance in the loss function (Static Distance)

(2) Minimizing I(X; Z) results in larger gradients magnitudes during the training process (Reachability)
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How do we do this? Representation Noising
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How to evaluate fine-tuning defences? [7]

(1) Resistance: Attacker cannot achieve harmfulness 
(2) Stability: Defence doesn’t ruin the model
(3) Generalization: Defence works with limited access to attack samples
(4) Trainability: Harmless training can occur

[7] Rosati, D., Wehner, J., Williams, K., Bartoszcze, Ł., Batzner, J., Sajjad, H., & Rudzicz, F. 
(2024). Immunization against harmful fine-tuning attacks.
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BeaverTails HarmfulQA [10]

[10] Ji, J., Liu, M., Dai, J., Pan, X., Zhang, C., Bian, C., ... & Yang, Y. (2024). Beavertails: Towards improved safety alignment of 
llm via a human-preference dataset.
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Results: Preventing Harmful Fine-tuning

⚠ RepNoise Can be Broken! ⚠
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Results: Stability
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Results: Trainability
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Results: Generalization
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Analysis: How does it work? (Layer Ablation)
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Analysis: How does it work? (Layer Ablation)
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Analysis: How does it work? (Logit Mass)
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Analysis: How does it work? (Representation Space)
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Analysis: How does it work? (Representation Space)

17



Limitations of RepNoise

- Paired Samples required
- Already safety aligned required
- Very sensitive to hyperparameter variation
- RepNoise is not an optimal minimzer of the transition probability
- Still very limited understanding of training dynamics
- Method requires empirical validation
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Limitations of Threat Model / Experiments

- Much stronger attacks could be constructed
- Attackers could just train from scratch
- Harmfulness is a hard domain to estimate (Mention v Use)
- Many other types of attacks: Abliteration/Latent Vector Attacks, Jailbreaks, 

Backdoors
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