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Presentation Notes
Today I will present our work, CountGD: Multi-Modal Open-World Counting. Here we aim to improve the generality and accuracy of open-world object counting in images, where objects unseen during training may be counted during inference.



Main Idea

Input Image

CountGD

CountGD

“strawberry”

“blueberry”

Pred. Count: 16 

Pred. Count: 134 
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We propose the counting model CountGD that allows the user to specify the object to count with text or visual exemplars or both together. This new capability - being able to specify the object by multiple-modalites (text and exemplars) - gives both greater flexibility and control, and improves the counting accuracy. Given the visual strawberry example or the text ‘strawberry,’ CountGD only counts the strawberries and not the blueberries and vice versa.



Contributions
1. We introduce the first open-world counting model, CountGD, where the prompt can be 

specified by a text description or visual exemplars or both.
2. We show the performance of CountGD significantly improves the state-of-the-art on 

multiple counting benchmarks.
3. We carry out a preliminary study into different interactions between the text and visual 

exemplar prompts, including the cases where they reinforce each other and where one 
restricts the other.
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More specifically, our contributions are (1) we introduce the first multi-modal open-world counting model, CountGD that accepts both text and exemplar prompts either one at a time or both together, improving the accuracy further. (2) We show that CountGD beats the state of the art on multiple counting benchmarks, and (3) We carry out a preliminary study into how the exemplar and text prompts interact with each other.



CountGD Architecture

Exemplar Extraction Module

: Added to GroundingDINO
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This is our CountGD architecture. It is built on GroundingDINO. Everything we have added is shaded in blue. 



1.

1.
Module to enable inputting visual 
exemplars into GroundingDINO.

Exemplar Extraction Module

: Added to GroundingDINO

1.
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The first part we added is an exemplar extraction module. While original GroundingDINO only accepts text prompts to specify the object, CountGD accepts both text and visual exemplar prompts. For the exemplar extraction module, we reuse the frozen multiscale feature maps from the image encoder. They are upscaled, concatenated, and projected into 256 dimensions like the text tokens. Then, we crop out and resize the exemplar regions using ROI Align to be the same shape as the text tokens. The exemplars are fused to the text with self-attention in the feature enhancer.



1.

2.Getting the final count.

Exemplar Extraction Module

: Added to GroundingDINO
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To map the detection problem to a counting one, we filter the candidate instances by their confidence scores using a threshold and enumerate the remaining ones to estimate the count.



: Added to GroundingDINO

Exemplar Extraction Module
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CountGD is trained with the same loss as GroundingDINO except that we use the center points output by the model to align with counting data instead of bounding boxes. We also keep the image and text encoders frozen while fine-tuning the rest of the model.



• Trained on open-world object counting dataset FSC-147 [1] with text 
and visual exemplars.

• Text encoder and image encoder frozen during finetuning.

Training – Dataset

1. Viresh Ranjan, Udbhav Sharma, Thu Nguyen, and Minh Hoai. Learning to count everything. In Proc. CVPR, 2021.

Presenter Notes
Presentation Notes
Using this loss, we trained CountGD on the open-world object counting dataset FSC-147. For testing, we used three different datasets.



Results – Qualitative

From FSC-147 test set

Dataset 1
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For the first test set, we used FSC-147. Here we show CountGD’s outputs in the second row given both the input images and exemplars (boxed in yellow) in the top row.



Results – Qualitative Continued

**Zero-shot results with no fine-tuning**
Dataset 2 Dataset 3
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For the second and third datasets, we used CARPK and CountBench. Being a multi-modal model, CountGD can also count given only text. Here we show example outputs from CountGD given the text “car” on the left for the CARPK dataset, and given more descriptive text prompts on the right for the CountBench dataset. These results are from applying CountGD zero-shot, with no finetuning on CARPK or CountBench



Results – Qualitative Continued

From real-world application of trying to 
understand the influence of climate 
change on seabird populations. Zero-
shot, no fine-tuning.
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Here is a real-world application where CountGD counts hundreds of sea birds very accurately given only the text “bird.” This is a real image from a researcher trying to understand the influence of climate change on biodiversity. CountGD can handle this kind of challenging input well.



Results – Quantitative
• CountGD achieves SOTA for open-world object counting. lower is better.
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FSC-147 (Dataset 1)
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CountBench (Dataset 3)
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CARPK (Dataset 2)

Presenter Notes
Presentation Notes
As you can see here, CountGD achieves state-of-the-art performance across all measures for open-world counting on three benchmarks. Lower height is better, and for each dataset, we achieve significantly lower errors as shown by the right bars compared to the state of the art, which is shown on the left bars.



App Demo
CountGD_Multi-Modal_Open-World_Counting - a Hugging Face Space by nikigoli
https://www.robots.ox.ac.uk/~vgg/research/countgd/
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We also provide a live demo of CountGD on Hugging Face where users can input images, text, and visual exemplars and try out CountGD on their examples. We also release the code and pretrained model.

https://huggingface.co/spaces/nikigoli/countgd
https://www.robots.ox.ac.uk/%7Evgg/research/countgd/


Thank you!

https://www.robots.ox.ac.uk/~vgg/research/countgd/
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Thank you for listening and please visit our poster on Thursday December 12th at 4:30 PM

https://www.robots.ox.ac.uk/%7Evgg/research/countgd/
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