
RegExplainer: Generating Explanations for Graph Neural Networks in Regression Tasks 

Explaining GNNs

Post-hoc Instance-level Explanation

￼  is the to-be-explained graph, ￼  is the 
randomly sampled positive graph and ￼  is 
the randomly sampled negative graph. The 
explanation of the graph is produced by the 

explainer model. Then graph ￼  is mixed 
with ￼  and ￼  respectively to produce 

￼  and ￼ . Then the graphs are 
fed into the trained GNN model to retrieve 

the embedding vectors ￼ , ￼ , ￼  and 
￼ . We use contrastive loss to 

minimize the distance between ￼  
and the positive sample and maximize the 

distance between ￼  and the negative 
sample. The explainer is trained with the 

GIB objective and contrastive loss.
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Discover subgraphs that 
explain the prediction of a 
trained GNN.  

argmin
G*

I(G; G*) + αH(Y |G*)

Implementation

Graph Information Bottleneck(GIB)  
in previous classification tasks  

couldn’t be trivially used in  
explaining regression tasks.

argmin
G*

I(G; G*) − αI(G*; Y)

Mutual Information ￼  I(G*; Y ) = H(Y ) − H(Y |G*) Intractability of 
￼  I(G*; Y )

argmin
G*

I(G; G*) − αI( f(G*); Y) [2][3]

Diverging Distributions between ￼  and ￼  !f(G*) Y

Prediction of ground truth explanation diverges from  
the prediction of original graph 

Prediction shifting study on the RMSE.

Mixed explanation could alleviate this 
distribution shifting problem. [1]

Property 1: ￼  is the lower bound of ￼I(Y*, Y ) I(G*, Y )

argmin
G*

I(G, G*) − αI(G*, Y ) → argmin
G*

I(G, G*) − αI(Y*, Y )

Property 2: InfoNCE loss is the lower bound of ￼I(Y*, Y )

argmin
G*

I(G, G*) − αI(Y*, Y ) → argmin
G*

I(G; G*) − α𝔼
ℍ

log
sim (h*, h)

1
|ℍ |

∑h′￼∈ℍ sim (h*, h′￼)

We adopt the GIB objective with following properties:

Experiment Results

Conclusion
1. Contrastive loss could 

be applied while 
explaining the graph 
regression tasks.

2. Mix explanation with 
sampled base-graph 
could help address the 
distribution shifting 
issue.

Overall loss functions: 

1. ￼  

2. ￼  

3. ￼

ℒcontr(G, G+, G−) = − log
exp((h(mix)+)Th+)

exp((h(mix)+)Th+) + exp((h(mix)-)Th−)
ℒGIB = ℒsize(G, G*) − αℒcontr(G, G+, G−)

ℒ = ℒGIB + ℒMSE = ℒGIB + βℒMSE( f(G), f(G(mix)+))

Graph Mix-up Algorithm
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