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Pixel-level Long-tail Semantic Segmentation (PLSS)

outputinput

• Semantic Segmentation assigns a label to 
each pixel in the input image and is commonly 
used in fields such as autonomous driving 
and disease diagnosis. 

• Different models show little variation in head 
class performance, with tail classes being the 
main factor limiting the model performance. Performance Gap

 (Head classes)
Performance Gap

 (Tail classes)
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Related Works on PLSS

PLSS

  Developing carefully designed backbones for long-tail distributions[1,2]

  Leaving the effect of loss functions unconsidered

  Conducting empirical studies on the loss functions[3,4]

  Lacking their theoretical impact on the generalization performance

Can we find a theoretically grounded loss function for PLSS 
on top of SOTA backbones?Goal

[1] Hanzhe Hu et al. Semi-supervised semantic segmentation via adaptive equalization learning. In NeurIPS, pages 22106–22118, 2021.
[2] Yuchao Wang et al. Balancing logit variation for long-tailed semantic segmentation. In CVPR, pages 19561–19573, 2023.
[3] Songyang Zhang et al. Distribution alignment: A unified framework for long-tail visual recognition. In CVPR, pages 2361–2370, 2021.
[4] Yuchao Wang et al. Balancing logit variation for long-tailed semantic segmentation. In CVPR, pages 19561–19573, 2023.
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AUCSeg - overview

AUCSeg is a generic optimization method that can be directly applied to any 
SOTA backbone for semantic segmentation. 

T-Memory Bank

AUC Optimization

An effective augmentation scheme 
to ensure efficient optimization of 
the proposed AUC loss.

A theoret ical ly  grounded loss 
function explored for PLSS.
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AUCSeg - AUC Optimization

AUC optimization for binary classification

Maximizing its unbiased empirical estimation:

minimize

Distribution 
Insensitive
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AUCSeg - AUC Optimization

AUC optimization for multi-class semantic segmentation

binary AUC score

The proposed loss enjoys a well-guaranteed generalization bound

Degree of imbalance

Number of classes
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AUCSeg - Tail-class Memory Bank

Two commonly used 
sampling methods:
Ø Stratified sampling
Ø Random sampling

Not suitable for 
this task

Cityscapes
� = 19

� = 0.01
min

�
�� = 1%

� = 759
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AUCSeg - Tail-class Memory Bank

Tail-class Memory Bank identifies missing tail classes of all images involved in 
a mini-batch and randomly replaces some pixels in the image with missing 
classes based on stored historical class information in T-Memory Bank.

Storing the instance-level or image-level 
features

Previous Memory Bank

Storing the original pixels for each 
object

Tail-class Memory Bank
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Results - Quantitative
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Results - Quantitative

Backbone Extension:
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Results - Qualitative

Ground Truth

Input

DeepLabV3+

SegNeXt

AUCSeg 
(Ours)

Cityscapes COCO-Stuff 164KADE20K
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 Conclusions

pMethodologically: propose a novel AUCSeg to address pixel-level long-tail 
semantic segmentation.

p Theoretically: demonstrate the generalization performance of AUCSeg in 
semantic segmentation.

p Empirically: comprehensive experiments justify the effectiveness of our 
method.

Paper Code Homepage

1 MMSegmentaion: https://github.com/open-mmlab/mmsegmentation/tree/v0.24.1
2 XCurve: https://github.com/statusrank/XCurve


