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Knowledge graphs (KGs) have been important 
resources for many data-driven applications.

Yet, the rapid advancement of large language models 
(LLMs) have challenged the conventional reliance on 
KGs.

To mitigate the “hallucination” problem, many recent 
studies start to resort KGs once again.
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In our paper, we investigate the capacity of 
LLMs to study a new KG language (KGL), and 
it has the following features:

A KGL sentence exactly consists 3 words, an 
entity noun, a relation verb, and ending with 
another entity noun.

The words in KGL are not directly readable to 
an LLM.

However, their embeddings are familiar to the 
LLM, as they are constructed from the token 
embeddings of the LLM.

“Wendee Lee is an actor in Mighty Morphin Power Rangers”

(Wendee Lee, actor of, Mighty Morphin Power Rangers)

: a KGL word cannot be further split.

to KGL (i.e., triplet)
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Why learn KGL:

With KG, entities can be identified better even 
they have same name.

With LLM, the model do more creative KG 
tasks like triplet generation.

Also, improves relevant KG tasks with the 
power of LLM.

Mix-generation of natural language and KGL 
(future work).

“Wendee Lee is an actor in Mighty Morphin Power Rangers”

(Wendee Lee, actor of, Mighty Morphin Power Rangers)

: a KGL word cannot be further split.

to KGL (i.e., triplet)
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The task is to construct new KG sentences. At first, the tokenizer will tokenizes the input text, where the 
entities and relations are represented as special tokens out of the original vocabulary. 
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Then, for these special KGL tokens, we collect the embeddings of their constituting text tokens as feature to 
produce their text context vectors.
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We use a 4-step retriever to encode the textual and relational information into KGL token embeddings. 
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Specifically, we use PNA to aggregate the text and KG information. The first and the last steps in the retriever 
are LoRA-like down-scaling and up-scaling operations.
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Finally, the output will be assigned as the embeddings of these special KGL tokens.
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Similar to the context retriever, we also design a score retriever to retriever the score information.
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Our method MKGL has better or 
competitive performance to 
commercial LLMs.

It can evaluate the scores of all 
candidate entities at one-shot, instead 
of re-sort top-K candidates obtained 
from other tools.
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Our method also has better performance, and higher efficiency, as well 
as higher speed, in comparison with fine-tuning an LLM with random-
initialized KG token embeddings.
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Furthermore, it can generate KGL sentences, with only small performance loss.
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• In this paper, we propose MKGL to instruct the LLM in the 
language of KGs.

• KGL has its own vocabulary and token embeddings, enables the 
LLM to evaluate the KGL candidates at one shot. 

• With the power of LLM, our method significantly outperforms 
conventional methods, and even the commercial LLM-based 
methods. 



15

Thanks for your attention!

 Code and datasets are available at github.com/zjukg/MKGL
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